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 Sentiment analysis plays a crucial role in understanding customer opinions, 

particularly in product reviews. Traditional approaches primarily focus on 

textual data; however, with the rise of social media, incorporating 

multimodal data, including text and emojis, enhances sentiment analysis 
accuracy. This research introduces a multimodal aspect-based sentiment 

analysis (MABSA) framework, integrating textual and emoji representations 

for Samsung M21 product reviews from Flipkart. The methodology involves 

data preprocessing, aspect extraction, sentiment grouping, and feature 
extraction using deep learning (DL) techniques. Bidirectional long short-

term memory (Bi-LSTM) networks are employed for classification, 

leveraging Word2Vec, Emoji2Vec, and bidirectional encoder representations 

from transformers (BERT) embeddings. Experimental results show that 
BERT with Bi-LSTM outperforms Word2Vec with Bi-LSTM, achieving 

95.6% accuracy in aspect prediction and 96.28% accuracy in sentiment 

classification. Comparative analysis with existing models highlights the 

superiority of the MASAT model, effectively integrating implicit aspects, 
emoticons, and emojis. The study demonstrates the importance of 

multimodal sentiment analysis for a more comprehensive understanding of 

user opinions, offering valuable insights for businesses to enhance customer 

satisfaction. 
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1. INTRODUCTION 
Sentiment analysis, a crucial subfield of natural language processing (NLP), aims to determine the 

sentiment or opinion expressed in a piece of text. Traditionally, sentiment analysis has primarily focused on 

text data, leveraging various machine learning (ML) and deep learning (DL) techniques to classify sentiments 

as positive, negative, or neutral [1]. However, with the proliferation of social media and the advent of emojis, 

there is an increasing need to incorporate multimodal data for a more comprehensive sentiment analysis. 

Emojis, being pictorial representations of emotions and expressions, complement textual data and can 

significantly enhance the accuracy and depth of sentiment analysis [2]. 

Aspect-based sentiment analysis (ABSA) delves deeper than general sentiment analysis by 

identifying and categorizing sentiments related to specific aspects of entities. This granularity is particularly 

beneficial for mobile product reviews, where consumers often discuss various aspects such as battery life, 
user interface, camera quality, and more [3]. By integrating ABSA with multimodal data, we can achieve a 

more nuanced understanding of user sentiments. This integration is essential as users frequently employ 

emojis to reinforce or nuance their textual expressions, thus providing additional layers of meaning that 

https://creativecommons.org/licenses/by-sa/4.0/
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purely text-based analysis might miss [4]. Recent advancements in multimodal sentiment analysis highlight 

the potential of combining text and emoji data to improve sentiment classification. Studies have shown that 

incorporating emojis can enhance the performance of sentiment analysis models, making them more robust 

and accurate in capturing the users’ true sentiments [5]. For instance, an emoji like 😊 can alter the sentiment 

of a sentence significantly, adding a layer of positive emotion that a purely text-based analysis might 

overlook. Therefore, a multimodal approach that seamlessly integrates textual and emoji data is indispensable 

for capturing the full spectrum of user sentiment in mobile product reviews [6]. 

This study not only contributes to the growing body of research on multimodal sentiment analysis 

but also offers practical implications for businesses seeking to understand and improve customer satisfaction 

based on detailed sentiment insights [7]. Furthermore, many existing models struggle to capture implicit 
sentiment expressed through emojis, limiting their effectiveness in real-world applications. This research 

aims to bridge this gap by introducing a multimodal framework that combines text and emoji representations 

for ABSA. Despite the progress made in sentiment analysis, several challenges remain unaddressed. Most 

existing models lack the ability to fully leverage emoji data to refine sentiment classification, often treating 

emojis as simple text tokens rather than distinct sentiment-bearing elements. Additionally, there is a lack of 

comprehensive datasets that contain both text and emoji-based sentiment annotations, making it difficult to 

evaluate multimodal models effectively. Another key limitation in current methodologies is their inability to 

associate sentiment with specific product aspects, leading to generic sentiment classification rather than 

aspect-based insights. Addressing these issues is crucial for improving sentiment analysis applications, 

particularly in mobile product reviews where users frequently combine text and emojis to express their opinions. 

To overcome these challenges, this paper proposes a novel multimodal aspect-based sentiment 

analysis (MABSA) framework that integrates textual and emoji data for more precise sentiment 

classification. The proposed approach employs DL techniques, specifically bidirectional long short-term 

memory (Bi-LSTM) networks, to extract features from both text and emoji modalities. The model is trained 

and evaluated using a dataset of mobile product reviews that includes both textual and emoji-based sentiment 

expressions. The following sections of this paper will present a comprehensive review of existing literature, a 

detailed methodology outlining the experimental setup, a discussion of the obtained results, and a conclusion 
highlighting key findings and future research directions. 

 

 

2. RELATED WORK 
ABSA has gained prominence for its ability to deliver detailed insights into user opinions on 

specific aspects of products or services. Recent research has focused on advancing methodologies and 

models for ABSA, such as Alturaief et al. [8] AWARE dataset for app reviews and Arumugam and 

Nallaperumal [9] EIAASG, a graph convolutional network (GCN) incorporating emotional aspects. Graph-

based approaches, like those of Chen et al. [10] and Dai et al. [11], have proven effective for improving 

sentiment analysis accuracy. Moreover, De Greve et al. [12] applied ABSA to German literary reviews, 

showcasing the method’s versatility. Advanced models, including bidirectional encoder representations from 

transformers (BERT) [13] and selective attention-based GCNs [14], [15] have further enhanced ABSA by 

capturing contextual nuances and integrating syntactic structures [16]. However, challenges such as limited 

applicability across languages and domains with specialized vocabularies, along with the need for 

standardized evaluation benchmarks, remain [8], [13]. 

Jangid et al. [17] introduced a DL approach for aspect-based financial sentiment analysis, 

demonstrating the effectiveness of domain-specific adaptations in capturing nuanced sentiments. Karimi et al. 
[18] enhanced BERT for ABSA, improving performance in diverse domains. Liang et al. [19] extended 

ABSA with affective knowledge-enhanced GCNs, while Liang et al. [20] employed few-shot learning for 

adapting to new aspect categories. Mewada and Dewang [21] developed SA-ASBA, a hybrid model 

combining BERT and extreme gradient boosting for improved sentiment classification. Ma et al. [22] utilized 

multiple GCNs to capture aspect-sentiment relationships, and Qi et al. [23] proposed aspect-sensitive word 

embeddings to refine sentiment analysis. Alqaryouti et al. [24] applied ABSA to smart government reviews, 

highlighting its versatility in public service analysis. 

Li et al. [25] introduced a part-of-speech (POS)-based label update network for aspect sentiment 

triplet extraction, improving aspect term extraction precision by incorporating syntactic information.  

Ahmed et al. [26] emphasized systematic approaches to handle linguistic variations in ABSA, while Chen 

and Qian [27] refined aspect identification using soft prototypes for better adaptability. Devlin et al. [28] 

revolutionized ABSA with BERT, a transformer-based model that set a new benchmark for language 

understanding. Wang et al. [29] addressed post-processing errors in aspect term extraction, enhancing model 

accuracy, while Yuan et al. [30] integrated syntactic dependencies into transformers for improved sentiment 
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analysis. Zhu et al. [31] leveraged rich structural features for ABSA, though challenges remain, particularly 

in integrating multimodal data sources like text and emojis. 

This gap necessitates further research into developing hybrid models that can effectively fuse textual 

and emoji modalities for more holistic sentiment analysis in mobile product reviews. The integration of text 

and emojis poses unique challenges in ABSA, requiring novel methodologies to effectively capture and 

analyze multimodal sentiment expressions. The objective of this work is to develop a MABSA framework 

that integrates textual and emoji data for enhanced sentiment understanding in mobile product reviews. 
 
 

3. PROPOSED WORK 
The Figure 1 presents a comprehensive framework for MABSA using text and emojis for mobile 

product reviews. Below is a detailed description of each component along with the relevant mathematical 

formulas to support the processes. 
 

 

 
 

Figure 1. Proposed framework for MABSA 
 

 

3.1.  Dataset 
The model uses input data comprising customer reviews from Flipkart for the Samsung product M21 

smartphone. These reviews, which include both text and emojis, serve as the primary dataset. Customer 

reviews are essentially feedback provided by user’s post-purchase on an online marketplace, and they can 

reflect positive, negative, or neutral sentiments. A total of 9,003 reviews were collected for this analysis. 
 

3.2.  Data preprocessing 
The data preprocessing stage is crucial for preparing raw product reviews for sentiment analysis. 

The reviews are sourced from Flipkart.com, a popular e-commerce platform. The preprocessing steps involve 

several transformations as (i) dropping numbers, (ii) converting text to lowercase, (iii) tokenizing words,  

(iv) lemmatizing words, and (v) removing stopwords. These steps are designed to clean and standardize the 

text, ensuring that the subsequent analysis is based on meaningful and consistent data. For instance, removing 

numbers and stopwords eliminates irrelevant information, while lemmatization reduces words to their base 

forms, aiding in more accurate sentiment analysis. The preprocessing steps involve several transformations to 

clean and standardize the text, ensuring that the subsequent analysis is based on meaningful and consistent data. 
 

3.3.  Data labeling 
After preprocessing, the next step is data labeling, which involves assigning sentiment scores to the 

text and emojis in the reviews. This process utilizes a sentiment lexicon that includes both text and emoji 

sentiments. The data labeling step calculates several scores, such as valency score, compound score, and 

polarity labeling. The valency score measures the sentiment intensity of individual words or emojis, while the 
compound score provides an overall sentiment score for the review. Polarity labeling then categorizes these 

scores into positive, negative, or neutral sentiments. Finally, label encoding transforms these categorical 

labels into numerical values suitable for machine and DL models. This step ensures that the sentiment 

information is quantitatively represented, facilitating further analysis. 
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3.4.  Aspects extraction 
Aspects extraction focuses on identifying specific features or components of the product that are 

mentioned in the reviews. This step uses techniques such as POS tagging to identify nouns and other relevant 

parts of speech that typically represent product aspects. Both explicit and implicit aspects are extracted, 
explicit aspects are directly mentioned in the text, while implicit aspects are inferred from the context.  

For example, in a review stating “The battery life is amazing,” “battery life” is an explicit aspect. This dual 

approach ensures a comprehensive identification of product features discussed in the reviews. The extracted 

aspects are crucial for linking sentiments to specific product attributes, allowing for a more nuanced 

sentiment analysis. 

Let’s denote the set of review sentences as 𝑆 = {𝑠1,𝑠2,… , 𝑠𝑘}. For each sentence 𝑠, POS tagging 

provides a tagged set, 

 

𝑃𝑂𝑆(𝑠) = {(𝑤1 , 𝑝1), (𝑤2, 𝑝2),… , (𝑤𝑛, 𝑝𝑛)} (1) 

 

where 𝑤𝑖 represents a word and 𝑝𝑖 represents its corresponding POS tag. Nouns (NN), noun phrases (NP), 

and adjectives (JJ) are typically extracted as potential aspects A, 
 

𝐴(𝑠) = {𝑤𝑖 ∣ 𝑝𝑖 ∈ {𝑁𝑁,𝑁𝑃, 𝐽𝐽}} (2) 
 

explicit aspects are directly mentioned in the text. For example, in the review “The battery life is amazing,” 

“battery life” is identified as an explicit aspect. Formally, explicit aspects 𝐴 𝑒𝑥𝑝𝑙𝑖𝑐𝑖𝑡 can be defined as, 

 

𝐴 𝑒𝑥𝑝𝑙𝑖𝑐𝑖𝑡 = {𝑎 ∣ 𝑎 ∈ 𝐴(𝑠) 𝑎𝑛𝑑 𝑖𝑠 𝑑𝑖𝑟𝑒𝑐𝑡𝑙𝑦 𝑚𝑒𝑛𝑡𝑖𝑜𝑛𝑒𝑑 𝑖𝑛 𝑡ℎ𝑒 𝑡𝑒𝑥𝑡} (3) 

 

implicit aspects, on the other hand, are inferred from the context. For instance, if a review says, “It lasts all 

day,” the aspect “battery life” is inferred. Implicit aspects 𝐴 𝑖𝑚𝑝𝑙𝑖𝑐𝑖𝑡 can be defined as, 

 

𝐴 𝑖𝑚𝑝𝑙𝑖𝑐𝑖𝑡  = {𝑎 ∣ 𝑎 ∈ 𝐴(𝑠) 𝑎𝑛𝑑 𝑖𝑛𝑓𝑒𝑟𝑟𝑒𝑑 𝑓𝑟𝑜𝑚 𝑐𝑜𝑛𝑡𝑒𝑥𝑡}  (4) 

 

for emojis, let 𝐸 = {𝑒1, 𝑒2 , … , 𝑒𝑚} represent the set of emojis in the review. Emojis are mapped to aspects 

using an emoji lexicon that links emojis to product features. The aspect extraction from emojis 𝐴𝑒  is 

represented as, 
 

𝐴𝑒 = {𝑚𝑎𝑝(𝑒) ∣ 𝑒 ∈ 𝐸}  (5) 
 

where 𝑚𝑎𝑝(𝑒)  returns the product aspect associated with emoji 𝑒 . This combined approach ensures 
comprehensive identification of product features discussed in the reviews, 
 

𝐴𝑡𝑜𝑡𝑎𝑙 = 𝐴𝑒𝑥𝑝𝑙𝑖𝑐𝑖𝑡 ∪ 𝐴𝑖𝑚𝑝𝑙𝑖𝑐𝑖𝑡 ∪ 𝐴 𝑒 (6) 
 

the extracted aspects 𝐴𝑡𝑜𝑡𝑎𝑙  are crucial for linking sentiments to specific product attributes, allowing for a 

more nuanced sentiment analysis. By incorporating both text and emoji data, the analysis captures a fuller 

range of user sentiments and product features. 
 

3.5.  Aspect and sentiment grouping 
Once the aspects are extracted, the next step is to group these aspects with their corresponding 

sentiments. This involves associating each aspect term 𝐴 with the sentiment terms 𝑆 identified in the review. 

The process ensures that both implicit and explicit aspect terms are considered, and they are paired with the 

sentiment terms derived from both text and emojis. 

For each review, let 𝐴(𝑑) = {𝑎1, 𝑎2, … , 𝑎𝑚} be the set of extracted aspect terms, and let 𝑆(𝑑) =
{𝑠1 , 𝑠2 , … , 𝑠𝑛} be the set of sentiment terms. The sentiment score for each aspect 𝑎𝑖 is computed by averaging 

the sentiment scores of the sentiment terms associated with  𝑎𝑖. If 𝑉(𝑠) represents the valency score for a 

sentiment term, then the sentiment score 𝑆(𝑎𝑖) for aspect 𝑎𝑖 is given by: 
 

𝑆(𝑎𝑖) =
1

|𝑆(𝑎𝑖)|
∑ 𝑉(𝑠𝑗)𝑠𝑗  ∈𝑆(𝑎𝑖)

 (7) 

 

where 𝑆(𝑎𝑖) ⊆ 𝑆(𝑑) is the subset of sentiment terms associated with aspect 𝑎𝑖. This calculation is performed 

separately for text and emojis. 
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For text-based sentiment terms 𝑆𝑡𝑒𝑥𝑡 . 
 

𝑆𝑡𝑒𝑥𝑡  (𝑎𝑖) =
1

|𝑆𝑡𝑒𝑥𝑡 (𝑎𝑖)|
∑ 𝑉𝑡𝑒𝑥𝑡(𝑠𝑗)𝑠𝑗  ∈𝑆𝑡𝑒𝑥𝑡 (𝑎𝑖)

 (8) 

 

For emoji-based sentiment terms 𝑆𝑒𝑚𝑜𝑗𝑖 . 
 

𝑆𝑒𝑚𝑜𝑗𝑖  (𝑎𝑖) =
1

|𝑆𝑒𝑚𝑜𝑗𝑖 (𝑎𝑖)|
∑ 𝑉𝑒𝑚𝑜𝑗𝑖(𝑠𝑗)𝑠𝑗  ∈𝑆𝑒𝑚𝑜𝑗𝑖 (𝑎𝑖)

 (9) 

 

The grouped aspect-sentiment pairs provide a detailed mapping of how specific product features are 

perceived by users. This step integrates the different components of the review, creating a holistic view of 

user sentiments towards various product aspects. The outcome is a set of aspect-sentiment pairs that form the 

basis for further analysis and classification. Each aspect 𝑎𝑖 is associated with a sentiment score 𝑆(𝑎𝑖) that 

combines both text and emoji sentiments, 
 

𝑆(𝑎𝑖)  = 𝛼𝑆𝑡𝑒𝑥𝑡(𝑎𝑖) + 𝛽𝑆𝑒𝑚𝑜𝑗𝑖(𝑎𝑖) (10) 

 

where α and β are weights that balance the contributions of text and emoji sentiments, respectively.  

This integrated sentiment score ensures a comprehensive understanding of user opinions, aiding in more 

accurate sentiment analysis and classification. 
 

3.6.  Feature extraction 
The next step in the process involves feature extraction. Feature extraction transforms the labeled 

and grouped data into numerical representations that can be fed into DL models. This step employs 

techniques such as Word2Vec, Emoji2Vec, and BERT to generate embeddings for text and emojis, capturing 

their semantic meanings and relationships. 
 

3.6.1. Text feature extraction 
For text data, Word2Vec is used to convert words into vectors. Let 𝑇 = {𝑡1 , 𝑡2, … , 𝑡𝑛} represent the 

tokenized words from a review. Each word 𝑡𝑖 is transformed into a vector 𝑣𝑡𝑖
 using the Word2Vec model. 

 

𝑣𝑡𝑖
 = 𝑊𝑜𝑟𝑑2𝑉𝑒𝑐(𝑡𝑖) (11) 

 

The review 𝑅 can then be represented as a matrix 𝑉𝑅. 
 

𝑉𝑅  = [𝑣𝑡1
 , 𝑣𝑡2

 , … , 𝑣𝑡𝑛
 ] (12) 

 

Similarly, BERT embeddings capture contextual relationships between words. For a sequence of tokens, 

BERT generates contextual embeddings 𝐵𝑡𝑖
 for each token 𝑡𝑖. 

 

𝐵𝑡𝑖
= 𝐵𝐸𝑅𝑇(𝑡𝑖 ∣ 𝑇)  (13) 

 

The entire review 𝑅 can be represented as a matrix 𝐵𝑅 . 
 

𝐵𝑅  = [𝐵𝑡1
 , 𝐵𝑡2

 , … , 𝐵𝑡𝑛
 ] (14) 

 

3.6.2. Emoji feature extraction 
For emoji data, Emoji2Vec is used to create vector representations. Let 𝐸 = {𝑒1  , 𝑒2 , … , 𝑒𝑛} denote 

the set of emojis in a review. Each emoji 𝑒1 is converted into a vector 𝑣𝑒𝑖
 using the Emoji2Vec model. 

 

𝑣𝑒𝑖
= 𝐸𝑚𝑜𝑗𝑖2𝑉𝑒𝑐(𝑒𝑖  )  (15) 

 

The review 𝑅 can then be represented as a matrix 𝑉𝐸. 
 

𝑉𝐸  = [𝑣𝑒1
 , 𝑣𝑒2

 , … , 𝑣𝑒𝑛
 ] (16) 

 

3.6.3. Combined feature representation 
To form a comprehensive representation of the review that includes both text and emoji 

embeddings, the text and emoji matrices are concatenated. If 𝑉𝑅 represents the text embedding matrix and 𝑉𝐸 

represents the emoji embedding matrix, the combined feature matrix can be 𝐹𝑅 expressed as 𝐹𝑅 = [𝑉𝑅  + 𝑉𝐸

 ], where “+” denotes concatenation. 
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3.7.  Classification 
In this proposed work, classifiers such as Bi-LSTM networks are employed to predict the aspects 

and associated sentiments based on the extracted features from both text and emojis. The Bi-LSTM model 

processes sequences in both forward and backward directions, capturing contextual dependencies more 
effectively than unidirectional LSTMs. For text, embeddings like Word2Vec are used to transform words into 

continuous vector representations. Let 𝑤𝑖 be the word vector for the 𝑖 − 𝑡ℎ word in a review. The review 𝑑 

consisting of 𝑛 words is represented as a sequence of word vectors 𝑑 = [𝑤1 , 𝑤2 , … , 𝑤𝑛]. Similarly, emojis are 

represented using Emoji2Vec embeddings. Let 𝑒𝑖  be the emoji vector for the 𝑖 − 𝑡ℎ  emoji in a review.  

If a review contains 𝑚 emojis, it can be represented as 𝐸 = [𝑒1 , 𝑒2, … , 𝑒𝑛]. 
 

3.7.1. Bi-LSTM processing 

The Bi-LSTM processes the concatenated sequence of text and emoji embeddings. Let 𝑥𝑡 be the 

combined feature vector at time step, consisting of both word and emoji vectors 𝑥𝑡 = 𝑤𝑡 ⊕ 𝑒𝑡, where ⊕ 

denotes concatenation. The Bi-LSTM maintains two sets of hidden states forward (ℎ𝑡) ⃗⃗⃗⃗⃗⃗  ⃗ and backward (ℎ𝑡 ⃖⃗ ⃗⃗⃗⃗ ⃗⃗ ). 

The forward pass updates the forward hidden state is represented as ℎ𝑡 ⃗⃗ ⃗⃗  = 𝐿𝑆𝑇𝑀(𝑥𝑡 , ℎ𝑡−1 ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗). The backward 

pass updates the backward hidden state is represented ℎ𝑡 ⃖⃗ ⃗⃗ ⃗  =  𝐿𝑆𝑇𝑀(𝑥𝑡 , ℎ𝑡+1 ⃖⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ). The final hidden state at each 

time step is the concatenation of the forward and backward states ℎ𝑡 = ℎ𝑡 ⃗⃗ ⃗⃗  ⊕ ℎ𝑡 ⃖⃗ ⃗⃗ ⃗. 
 

3.7.2. Aspect and sentiment prediction 

The concatenated hidden states are then used to predict aspects and sentiments. Let ℎ𝑇 be the final 

hidden state after processing the entire sequence. A fully connected layer with a SoftMax activation function 

is applied to predict the probability distribution over the aspect labels 𝐴. 
 

𝑃(𝐴 ∣ ℎ𝑇) = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑊𝐴ℎ𝑇 + 𝑏𝐴) (17) 
 

Where 𝑊𝐴  and 𝑏𝐴 are the weights and biases for the aspect classification layer. 

Similarly, for sentiment prediction, another fully connected layer with a SoftMax activation function 

is used to predict the probability distribution over sentiment labels 𝑆, 
 

𝑃(𝑆 ∣ ℎ𝑇) = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑊𝑆ℎ𝑇 + 𝑏𝑆) (18) 
 

where 𝑊𝑆  and 𝑏𝑆  are the weights and biases for the sentiment classification layer. 
 

3.7.3. Loss function 
The model is trained using cross-entropy loss for both aspect and sentiment classification. The total 

loss 𝐿 is the sum of the aspect loss 𝐿𝐴 and sentiment loss 𝐿𝑆. 
 

𝐿 = 𝐿𝐴  + 𝐿𝑆 (19) 
 

The aspect loss 𝐿𝐴 is defined as, 
 

𝐿𝐴  = −∑ 𝑙𝑜𝑔𝑁
𝑖=1 𝑃(𝐴𝑖 ∣ ℎ𝑇) (20) 

 

the sentiment loss 𝐿𝑆 is defined as, 
 

𝐿𝑆  = −∑ 𝑙𝑜𝑔𝑁
𝑖=1 𝑃(𝑆𝑖 ∣ ℎ𝑇) (21) 

 

where 𝑁 is the number of training samples. This combined loss function ensures that the model learns to 

predict both aspects and sentiments effectively. 
 

3.8.  Evaluation parameters 
The final output consists of the multiclass confusion matrix and classification report, which display 

the precision 𝑃(𝐴𝑖), recall 𝑅(𝐴𝑖), F1-score 𝐹1𝑆(𝐴𝑠𝑖), and accuracy 𝐴(𝐴𝑖). The formulae for each aspect  

𝐴𝑖 are given as follows; 
 

𝑃(𝐴𝑖  ) =  
𝑇𝑃𝑎𝑖

𝑇𝑃𝑎𝑖
+𝐹𝑃𝑎𝑖 

 (22) 

 

𝑅(𝐴𝑖) =  
𝑇𝑃𝑎𝑖

𝑇𝑃𝑎𝑖
+𝐹𝑁𝑎𝑖 

 (23) 
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𝐹1𝑆(𝐴𝑠𝑖  ) = 2 ∗
𝑃(𝐴𝑖 )∗𝑅(𝐴𝑖)

𝑃(𝐴𝑖 )+𝑅(𝐴𝑖)
 (24) 

 

𝐴(𝐴𝑖  ) =
𝐹𝑃𝑎𝑖

+𝐹𝑁𝑎𝑖 

𝑇𝑃𝑎𝑖
+𝑇𝑁𝑎𝑖 

+𝐹𝑃𝑎𝑖
+𝐹𝑁𝑎𝑖 

 (25) 

 

 

4. RESULTS AND DISCUSSION 
This section outlines the experiments conducted during the implementation phase. The system used 

had an 11th Gen i9 processor, 32 GB DDR4 RAM, 1 TB HDD, 256 GB SSD, and ran Windows 11 (64-bit). 

The proposed ABSA framework integrates textual and emoji data for improved sentiment accuracy. Using 

Python, the framework handles data preprocessing, feature extraction, model training, and evaluation. For the 

experiment, 9,003 product reviews from Flipkart.com were analyzed. Preprocessing involved removing 

numbers, converting text to lowercase, tokenizing words, lemmatization, and stopword removal using the 
nltk package. 

POS tagging is performed using the spacy library (spacy.load(‘en_core_web_sm’)) to identify 

explicit and implicit aspects through POS tags and dependency parsing. Figures 2 and 3 illustrate practical 

applications, tagging words and emojis in a sample review like “Camera quality is 😔 and bad screen 

quality,” where each element is classified (e.g., NOUNs, ADJectives), including emojis as sentiment 

indicators. The dependency parser reveals relationships, such as the adjectival modifier (amod) role of 😔. 

Figure 4 demonstrates similar tagging for emoji-based reviews like “📷😃,” identifying the camera as a 

NOUN and the happy face as an ADJective. In Figure 5, the review “Good🔋📷” shows positive sentiment 

towards the battery emoji (amod) and punctuation dependency (punct) on the camera emoji. 

 

 

  
 

Figure 2. POS tagging for review 1 with 

text and emoji 

 

Figure 3. Dependency parser of POS tagging  

for review 1 

 

 

 

 

 

 
 

Figure 4. POS tagging and dependency parser for 

review2 with aspect and sentiment as emoji’s 

 

Figure 5. POS tagging and dependency parser for 

review3 only with aspect as emoji and sentiment as text 

 

 

The extraction of aspects and sentiments involves identifying both implicit and explicit aspect terms. 

The Figure 6 demonstrates a key-pair like structure representing different aspects of a product, such as 

“camera quality,” “delivery,” and “smartphone,”. Each aspect is associated with a description that includes 

both text and emojis, indicating the sentiment expressed by the user. For instance, “camera quality” is paired 

with a 😔 emoji, indicating a negative sentiment, while “delivery” is described as “good,” suggesting a 
positive sentiment. The set of aspects and descriptions comprises both implicit and explicit aspects, organized 

into various categories. For the purposes of experimentation, we have focused on the ten most frequently 

occurring aspects. Top ten aspects are chosen from a total of 386 “phone”, “battery”, “camera”, “charge”, 

“display”, “price”, “weight”, “sound”, “processor”, “touch”. 
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Figure 6. Aspect terms and descriptive term extraction 

 

 

Feature extraction combines textual and emoji data to create a rich representation of the  

reviews. The proposed work uses Word2Vec and Emoji2Vec for embedding textual and emoji data, 

respectively, and BERT for contextual embeddings. The gensim package is used to create word  

embeddings (gensim.models.Word2Vec) and emoji embeddings. The transformers library from hugging face 

provides pre-trained BERT models for generating embeddings (transformers.BertModel and 

transformers.BertTokenizer). Word2Vec, trained with a window size of 5, a vector dimension of 300, and a 

minimum word frequency of 5, generates dense vector representations capturing semantic relationships 

between words. BERT embeddings are extracted using the pre-trained BERT model with 12 layers, 768 

hidden units, and a maximum sequence length of 128 tokens, leveraging its bidirectional context to capture 

deep contextual information. For classification, 80% of the reviews are considered for training and 20% of 

the reviews are taken for testing. A Bi-LSTM network is employed with 100 hidden units in each direction 

and a dropout rate of 0.5 to prevent overfitting. The Bi-LSTM processes the sequence embeddings to classify 

sentiment based on the learned context and aspect-specific features, ensuring robust and nuanced sentiment 

predictions. Lastly the precision, recall, f1_score, and accuracy are used to evaluate the performance of the 

models. The Figures 7 and 8 illustrate the performance comparison between two feature extraction methods, 
Word2Vec and BERT, when paired with a Bi-LSTM classifier for ABSA. The Figure 7 focuses on 

Word2Vec with Bi-LSTM, presenting both the confusion matrix and evaluation metrics in Table 1, while the 

Figure 8 details the same for BERT with Bi-LSTM. 

 

 

  
 

Figure 7. Confusion matrix for Word2Vec  

with Bi-LSTM model 

 

Figure 8. Confusion matrix for BERT  

with Bi-LSTM model 
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In the Word2Vec with Bi-LSTM model, the confusion matrix highlights the distribution of correct 

and incorrect predictions across various aspects such as phone, battery, camera, charge, display, and others. 

The diagonal elements represent correctly classified instances, showing strong performance with high values 

such as 1,414 for the phone and 120 for the camera. The off-diagonal elements are sparse, indicating few 

misclassifications. The evaluation metrics in Table 1 further corroborate this performance, showing high 

precision, recall, F1-scores, and accuracy across all aspects. For instance, the phone aspect achieved a 

precision of 1.00, recall of 0.98, and F1-score of 0.99, resulting in an overall accuracy of 0.98. 

 

 

Table 1. Evaluation metrics for Word2Vec embedding with Bi-LSTM classification 
Aspects True positive False positive False negative True negative Precision Recall F1-score Accuracy 

Phone 1414 4 26 357 1.00 0.98 0.99 0.98 

Battery 85 19 1 1696 0.82 0.99 0.89 0.99 

Camera 117 8 5 1671 0.94 0.96 0.95 0.99 

Charge 6 0 0 1795 1.00 1.00 1.00 1.00 

Display 24 2 0 1775 0.92 1.00 0.96 1.00 

Price 74 0 1 1726 1.00 0.99 0.99 1.00 

Weight 5 0 0 1796 1.00 1.00 1.00 1.00 

Sound 17 0 0 1784 1.00 1.00 1.00 1.00 

Processor 23 0 0 1778 1.00 1.00 1.00 1.00 

Touch 3 0 0 1798 1.00 1.00 1.00 1.00 

 

 

The BERT with Bi-LSTM model exhibits strong performance, as shown in its confusion matrix 

(Figure 8) and evaluation metrics (Table 2). It performs comparably to the Word2Vec model, with the phone 

aspect correctly classified 1,412 times and the camera aspect 118 times. The model maintains high precision, 

recall, F1-scores, and accuracy across aspects. For instance, the phone aspect has a precision of 1.00, recall of 

0.98, and F1-score of 0.99, with an overall accuracy of 0.98, similar to the Word2Vec model. 

 

 
Table 2. Evaluation metrics for BERT embedding with Bi-LSTM model 

Aspects True positive False positive False negative True negative Precision Recall F1-score Accuracy 

Phone 1,412 6 23 360 1.00 0.98 0.99 0.98 

Battery 88 16 3 1,694 0.85 0.97 0.90 0.99 

Camera 118 7 5 1,671 0.94 0.96 0.95 0.99 

Charge 5 1 0 1,795 0.83 1.00 0.91 1.00 

Display 24 2 2 1,773 0.92 0.92 0.92 1.00 

Price 74 0 0 1,727 1.00 1.00 1.00 1.00 

Weight 5 0 0 1,796 1.00 1.00 1.00 1.00 

Sound 16 1 0 1,784 0.94 1.00 0.97 1.00 

Processor 23 0 0 1,778 1.00 1.00 1.00 1.00 

Touch 3 0 0 1,798 1.00 1.00 1.00 1.00 

 

 

The Word2Vec and BERT with Bi-LSTM perform well in ABSA, with minor differences in 
metrics. Word2Vec slightly excels in precision for some aspects, while BERT is competitive in recall and  

F1-scores. Both methods effectively capture aspect-specific sentiments, with Word2Vec offering efficiency 

and BERT providing contextual depth. The choice between them depends on specific needs like 

interpretability and resources. Overall, both embeddings are effective for sentiment analysis, with strong 

precision, recall, and accuracy in practical applications. 

The graphs in Figures 9 and 10 illustrate the testing accuracies for multimodal aspect and sentiment 

prediction using two different models Word2Vec + Bi-LSTM and BERT + Bi-LSTM. For aspect prediction, 

the Word2Vec + Bi-LSTM model achieves an accuracy of 92.8%, while the BERT + Bi-LSTM model 

outperforms it with an accuracy of 95.6%. Similarly, in sentiment prediction, the Word2Vec +  

Bi-LSTM model attains an accuracy of 93.41%, whereas the BERT + Bi-LSTM model reaches a higher 

accuracy of 96.28%. These results indicate that the BERT + Bi-LSTM model consistently provides better 

performance in both aspect and sentiment prediction tasks compared to the Word2Vec + Bi-LSTM model, 

demonstrating the effectiveness of BERT embeddings in capturing richer contextual information for 

classification purposes. 

Comparison of various models of aspect based sentimental analysis for online product reviews: 

presents a comparative analysis of various sentiment analysis models to evaluate their effectiveness. The 

proposed multimodal aspect-based sentiment analysis technique (MASAT) model demonstrates the ability to 

identify aspects and sentiments in reviews, extract both explicit and implicit aspects, analyze sentiment, and 
determine aspect polarity. The EAABSAM model, enhances aspect-based sentiment analysis by 
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incorporating implicitly mentioned aspects and emoticons. In contrast, the FSBA model integrates a limited 

number of manually selected emoticons but does not account for implicit aspects in product reviews. The 

traditional aspect-based model lacks both emoticon incorporation and implicit aspect detection, limiting its 

sentiment analysis capabilities. To determine the most effective approach and assess the impact of emojis, 
emoticons, and implicit aspects on aspect-based sentiment analysis, these three models were systematically 

compared. Table 3 presents a detailed comparison of their performance. 

 

 

  
 

Figure 9. Testing accuracies of multimodal  

aspect prediction 

 

Figure 10. Testing accuracies of multimodal  

sentiment prediction 

 

 

Table 3. Comparison of product reviews analyzed by ABM, EAABSAM, MASAT (proposed) 
Types of product 

reviews 

Models 

Existing methods Proposed 

ABM EAABSAM ABM 

Only text    

Text+Emoticons ✗   

Text+Emoji ✗ ✗  

Only emoticons ✗   

Only emoji’s ✗ ✗  

Text+Emoticon’s+Emoji’s ✗ ✗  

 
 

Table 3 compares product reviews analyzed by existing models ABM and EAABSAM with the 

proposed MASAT model. The table categorizes reviews based on text, emoticons, and emojis, highlighting 

that while all models analyze text-based reviews, only MASAT effectively integrates text, emoticons, and 

emojis. Unlike ABM and EAABSAM, MASAT processes all variants, emphasizing text and emojis, which 

are increasingly prevalent in user-generated content. The aspect-based approach in ABM neglects implicit 

aspects and emoticons, while EAABSAM incorporates emoticons for improved sentiment analysis. Table 4 

presents performance metrics, showing EAABSAM’s superior precision over ABM, yet highlighting the 

benefits of including implicit details and emoticons. MASAT, utilizing SVM and Bi-LSTM with BERT 

embeddings, achieves the highest accuracy of 96.3%, outperforming EAABSAM. This demonstrates that 

incorporating multiple data types significantly enhances sentiment analysis, making MASAT a more 

comprehensive and effective model. 
 
 

Table 4. Performance metrics of existing and proposed models 
Performance metric ABM EAABSAM MASAT-Bi-LSTM+BERT 

Precision (%) 62.6 88.1 92.4 

Recall (%) 62.4 84.6 97.0 

F1-score (%) NA NA 90.8 

Accuracy (%) 62.1 88.5 96.3 

 

 

The EAABSAM model surpasses the aspect-based model in precision for polarity classification. 

However, incorporating implicit details and emoticons further enhances sentiment analysis accuracy.  

The MASAT model, utilizing Bi-LSTM with BERT embeddings, demonstrates superior performance, 
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achieving a 96.3% accuracy. Unlike EAABSAM, MASAT effectively analyzes all types of product reviews, 

including text, emoticons, and emojis, making it a more comprehensive sentiment analysis approach.  

Its ability to integrate multiple data types ensures a more accurate and robust classification, outperforming 

EAABSAM in overall sentiment detection. 

 

 

5. CONCLUSION 
In conclusion, this work underscores the potential of multimodal sentiment analysis in capturing 

comprehensive user sentiments, setting a new standard for sentiment analysis in mobile product reviews 

through DL techniques. Aspect extraction identifies specific product features in reviews, linking sentiments 

to these aspects. Feature extraction employs Word2Vec, Emoji2Vec, and BERT to generate embeddings, 

capturing semantic meanings of text and emojis. Bi-LSTM networks in the classification stage predict 

aspects and associated sentiments, capturing contextual dependencies. We explored the application of 

advanced NLP models for multimodal sentiment analysis comparing Word2Vec + Bi-LSTM and BERT +  

Bi-LSTM. The BERT + Bi-LSTM model, with accuracies of 95.6% in aspect prediction and 96.28% in 
sentiment prediction, outperformed the Word2Vec + Bi-LSTM model, which achieved 92.8% and 93.41%, 

respectively. The MASAT model, surpassing ABM, EAABSAM by effectively analyzing all product review 

types, including text, emoticons, and emojis, enhancing sentiment analysis through implicit detail  

integration and robust classification. The integration of emoji sentiment analysis demonstrated the enhanced 

performance of sentiment classification when combining text and emoji. 
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