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Abstract 
Recent works show that complex network theory may be another powerful tool in time series 

analysis. In this paper, we construct complex networks from the chaotic time series with Maximal 
Information Coefficient (MIC). Each vector point in the reconstructed phase space is represented by a 
single vertex and edge determined by MIC. By using the Chua’s circuit system, we illustrate the potential of 
these complex network measures for the detection of the topology structure of the network. Comparing 
with the linear relationship measure, we find that the topology structure of the community with MIC reveals 
the hidden or implied correlation of the network. 
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1. Introduction 
In common cases, the sensor data are measured over time that can be called time 

series. Modern sensor networks are collecting enormous volumes of observational time series 
in many different applications, such as environmental sensing [1], traffic incident monitoring [2], 
robot manipulator [3], etc. Generally, it can be safely assumed that the sensors measure 
variables that are explicitly or implicitly linked, namely, that can be converted into a network 
version of a time series. We motivate our approach with a theory method in this communication: 
finding the implicit structure in the network which is transformed from a time series. 

The primary purpose of nonlinear time series analysis is to character complicated 
dynamics for a wide variety of natural and experimental dynamical systems. Similarly, during the 
last decade, complex network theory has been proposed for understanding the structure and 
dynamics of complex systems in many areas of science, e.g., in ecology [4], social systems [5], 
neuroscience[6], or atmospheric dynamics [7]. Based on the reconstruction of phase space, a 
time series can be mapped into a complex network by measuring the similarity relationships 
between state vectors in phase space[8]. It therefore provides a novel method to analyze the 
time series by using the theories and strategies in complex networks fields. 

One of the most interesting problems of a network is the community structure detection 
[9, 10]. Communities are groups of nodes that have more strongly relationship among 
themselves than with the other nodes of the network. To find the appropriate communities 
present in a network is an open problem. A related question is still unsolved that is how to find a 
hidden community. Hidden communities refer to groups of nodes having implied or non-intuitive 
correlation. For example, an egg and a chicken don't share common features in the sight of 
body; however, an egg can transform to a chicken by a "complex" way which is an implied 
relationship between them. Comparing with the classical community detection method, finding a 
hidden community is a much harder work. In this paper, we investigate the nonlinear 
relationship among the state point in the phase space, and then map a time series to a network 
form. Due to the nonlinear relationship, the hidden community can be found which provide a 
generic way for analyzing phase space properties in terms of network topology. Despite recent 
works on analyzing time series by complex networks [8], [11-12], to our knowledge, the problem 
of detecting hidden communities in reconstructed phase space has not been addressed. 
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2. System Model and Hidden Community Structure Detection 
In this section, we will present the method to detect the hidden communities in the 

context of time series. The first thing to be solved is the reconstructed embedding phase space 
of the time series, and then the network is mapped from the time series by measuring the 
correlation among the points in the phase space. Finally the hidden communities are detected 
with a detection algorithm. 
 
2.1. Reconstruction of Embedding Phase Space 

The chaotic system describes the time evolution of a system in some phase space 
     . A state is specified by a vector     and a map            exists that transforms 

the current reconstructed state point    to the next state point     , i.e. 
 
      (  )                                                                      (1) 
 
Takens‘s embedding theorem ensures that there is a smooth map        such that 

[13]: 
 
      (  )                                                                      (2) 
 
In Equation (1) and Equation (2), The function  ( )  represents the state change of the 

dynamical system.      is the observed value at time     while  ( )  represents the observation 
function. 

In common cases, a discrete scalar time series*            +  will be observed on 
the chaotic dynamical system instead of knowing the exact system model. Based on Takens‘ 
Embedding theorem, the phase space can be reconstructed based on the appropriate 
embedding dimension    and the time delay, and the point(reconstructed vector) in the 
reconstructed phase space can be written as follows: 

  

   [   (   )     (   )    ]                                                     (3) 

 
For simply expression, we assume     in following discussion.  

 
2.2. Construction of Complex Network from Time Series 

Based on the reconstructed phase space from a given time series, the complex network 
can be constructed by measuring the correlation among the points in phase space. The points 

1 2, ,..., nx x x  denoted in Equation (1) are considered as the nodes in the network, and the link 

between two vertices is determined by their relationship. In general cases, an undirected 

network structure can be represented by a adjacent matrix A  and the element ,i ja  of A  can 

be defined as: 
 

  , ,i j i ja d  x x                                                          (4) 

 
Where ( )   is the Heaviside function,   a threshold used for defining the neighborhood of a 

state vector 
ix , and (,)d  some correlation measure. A  is a binary matrix that encodes whether 

or not the phase space distance between two observed ―state points‖ 
ix  and 

jx  is smaller than 

a certain threshold  . A network ( , )G V E  formally consists of a set of vertices  V  and a set of 

edges E  between them. An edge ,i je  connects vertex 
iv  with vertex 

jv . In this study, vertices 

represent state vectors in phase space, while edges indicate a close proximity between two 
state vectors. There is an edge between two vertices unless 

, 0i ja  . In Equation (4), correlation 

measure (,)d  play a very important role to determine the topology of the network. Despite 

recent works on mapping the time series to the network, the (,)d  is proposed based on the 

linear relationship, e.g, linear correlation coefficient [11, 14], Euclidean distance [12, 15], and ε-
recurrence networks [16]. In general cases, a linear correlation cannot fully discover the implied 
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or complex relationship among the variables, and its usefulness is greatly reduced when 
associations are nonlinear. Thus the linear correlation is not appropriate for revealing the hidden 
relationship. In this study, we proposed a novel strategy to find the hidden community by using 
the MIC (Maximal Information Coefficient) which is a nonlinear correlation measure presented 
recently [17].   

The MIC is a powerful metric for measuring the dependence between two variables, 
and it has been celebrated as a "A Correlation for the 21st century" [18]. If two variables have: 
a) any association, b) a functional relationship, and c) a non-linear relationship, the MIC can 
capture it. To calculate the MIC value, several grids at different resolutions on the scatter plot of 
the two variables is built and the largest possible mutual information is computed by any grid 
applied to the data, and then the MIC is normalized to the [0,1] range. Considering the MIC, 
thus Equation (4) can be formatted as: 

 

  , ,i j MIC i ja I  x x                                                         (5) 

 

Where  ,MIC i jI x x  is the MIC between the variables ix  and jx . 

After reconstructing network from a given time series, we proposed a novel concept 
noted as 

,i jG GR  on the basis of clustering coefficient to evaluate the change among different 

topology structure for a network, which is defined as: 
 

, , ,
1

1
i j

n

G G i k j k
k

R C C
n 

                                                         (6) 

 
Where n  is the number of the network 

iG  which represent the ith topology structure for network 

G , 
,i kC  is the clustering coefficient of the kth vertex kv  for 

iG . For a vertex kv , the local 

clustering coefficient for undirected networks can be defined as [19]: 
  

2

( ( 1)) / 2 ( 1)
k k

k

k k k k

E E
C

l l l l
 

 
                                                  (7) 

 

Where 
kl  is the number of neighbors of 

kv  and 
kE  is the number of connected pairs between all 

neighbors of kv . It can be seen that a clustering coefficient is a measure of degree to which 

vertices in a network tend to community together. Consequently, the 
,i jG GR  can quantifies the 

dissimilarity between different topology structures for same network from the point of view of 
community structure.  

Based on the restructured network with the MIC, the hidden communities can be found 
by a common community detection algorithm. Here we should note that the hidden 
characteristic of a community is not revealed by the community detection algorithm but rather by 
the performance of MIC. The reason is plain: the network restructured by the MIC is already a 
hidden or implied one due to the ability of MIC to capture the nonlinear or complex relationships. 
Thus the detected community in the restructured network is ought to be a hidden one even if a 
special step for exploring the hidden factor is not considered in the community detection 
procedure. In this study, we utilized a fast community detection algorithm proposed by Clauset, 
Newman and Moore (CNM algorithm) [20] to find the hidden community. 

 
 

3. Results and Analysis 
The Results and discussions may be presented individually or combined in a single 

section with short and informative headings. 
In the following, we use the method presented in this paper to generate networks from 

Chua‘s circuit system and illustrate our previous considerations by numerical simulation. All 
three state variables are described by three ordinary differential equations as in Equation (8). 



IJEECS  ISSN: 2502-4752  

Finding Hidden Communities in Complex Networks from Chaotic Time Series (Jiancheng Sun) 

353 

 1

2

dx y x
C g x

dt R

dy x y
C z

dt R

dz
L y

dt


 


 

 

                                                              (8) 

 

Where      
1 1

2 2
b a b a bg x K x K K x E K K x E       , The parameters used where 

11 9C  , 

21 1C  , 1 14 2 / 7L   , 1R  , 8/ 7aK   , 5/ 7bK   , and 1E  , with the initial state 

[0. 0.8 0.]T  . Based on the Runge-Kutta integration method (scipy.integrate method in 

Python), the time series data set are obtained by solving Equation (8) with constant step length 

equal to 0.1. The data is mapped into a phase space of dimension 50m   that is sufficiently 
large to study the topological structure. The time series or the orbit to be tracked consists of the 

first 500 data points. In addition, the network density[21] is used to choose the threshold  , 
which is defined as the number of edges divided by the largest number of edges possible. 

Figure 1(a) shows the attractor which known as ―The Double Scroll‖ because of its 

shape in the ( , , )x y z  space generated by original data (to visualize details of the attractor, the 

step length for generating the data is set to be 0.0125 ). We choose the x  component of 

system as the source data which is shown in Figure 1(b) to map to a network. 
 
 

 
(a) 

 
(b) 

 
Figure 1. The time series pattern of Chua‘s circuit system. (a) Attractor of system and the color 
indicates the temporal order of observations (from blue to orange); (b) x component of system 

 
 
Based on the Pearson correlation coefficient and MIC, Figure 2 show the network and 

community structures and the placement algorithm is used to layout [22]. Figure 2(a) displays a 
network for the Chua‘s system, which corresponds to the adjacency matrix of a Pearson 
correlation coefficient. We also note the similarity between Figure 2(a) and Figure 1(a), which 
recover the double-scroll pattern of the original attractor in the reconstructed phase space of the 
three-dimensional embedding vectors. Figure 2(b) shows the community structure noted as 
label G which are separated with the different box. From Figure 2(b), it can be seen that the 
vertices which locate closely in temporal and spatial relationship are grouped in a same 
community particularly in G1 and G4. In summary, Figure 2(a) and Figure 2(b) can just reveal 
the apparent and direct structure of time series. 
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(a) 

 
(b) 

 

 
(c) 

 
(d) 

 
Figure 2. Graphical representation of the different complex networks and community structures 

constructed from the x coordinate of the Chua‘s system shown in Figure 1 based on the 
different relationship measure. The vertex color indicates the temporal order of observations 
(from blue to bright red noted as the color bar at the bottom of figure). (a) Networks structure 
based on Pearson correlation coefficient; (b) Community structure of Figure 2a; (c) Networks 

structure based on MIC; (d) Community structure of Figure 2c 
 
 
To illustrate the capability of MIC, we show the network structure generated based on 

MIC in Figure 2(c) and Figure 2(d). Comparing with Pearson correlation coefficient, MIC can 
capture the hidden structure of a time series. Figure 2(c) reveals a pronounced structure with 
three major groups that are characterized by a ring-like topology. However, these groups do not 
correspond to the two scrolls of the attractor in Figure 1(a). To explain the topology structure in 
details, we group the vertices into seven communities which are shown in Figure 2(d). It can be 
seen that the vertices belonging to different period of time are grouped into a same community. 
These communities are the hidden structures of the network since the topology structure are not 
similar to the geometry property of the attractor. 

To explain the difference between two networks with a numerical measure, 

, 0.2379
MIC PCCG GR   and 

, 0.5428
RAN PCCG GR   described in Equation (6) are calculated, where GMIC, 

GPCC and GRAN represent the networks generated by MIC, Pearson correlation coefficient and 
the random graph, respectively. In general cases, the random network is very different from the 

special network in topology structure. Though 
,MIC PCCG GR  is smaller than 

,RAN PCCG GR , it still shows 

that the GMIC is very distinct in topology structure from GPCC. 
 
 

4. Conclusion 
In summary, we proposed a method to map a time series to a complex network with 

MIC. The goal of this work is to find the hidden community structure by exploring the new 
relationship measure between two vertices of a network. Each vector point in the reconstructed 
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phase space is considered as a variable and MIC is used for measuring the relationship 
between different variables. We find that the MIC has a powerful ability to detect the nonlinear 
or hidden correlation among the vertices and thus the hidden community can be found 
effectively in a network. 
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