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 Cardiovascular disease is one of the significant fatality-causing diseases in 

this era by affecting the heart and blood vessels. Cardio diseases are 

classified into coronary heart disease (CHD), heart failure, valve disease, 

and arrhythmias. Medical diagnosis of heart disease and treating the patient 

is a challenging process, where early detection can lead to decreased fatality. 

In this research, hybrid model-based prediction of CHD detection is 

developed by TabNet and multiclass support vector machine (SVM). We 

created our datasets for experimentation by visiting the hospitals in the 

Mysore and Mandya regions of Karnataka, India. Datasets consist of 16 

features; the features are pre-processed to normalize, encode, and handle 

missing values to extract the aggregate features using TabNet, and the 

multiclass SVM model is trained to classify the disease based on the classes. 

The proposed hybrid model prediction performance was evaluated using 

various metrics such as accuracy, recall, precision, and F1-score. 
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1. INTRODUCTION 

Nowadays, heart disease is the primary disease in both men and women, which affects the function 

and structure of the heart, leading to death. These are broadly classified into coronary heart disease (CHD), 

heart failure, valve disease, and arrhythmias [1]. Generally, the heart is the size of a fist, and it beats 72 times 

per minute for an average person by circulating blood vessels around it. The minute blood vessels constitute 

the blood and oxygen required for the functioning of the heart. The narrowing of blood vessels flowing to the 

heart leads to CHD, also called coronary artery disease (CAD). A condition in which the heart muscle 

doesn’t pump enough blood to the heart leads to abnormal heart functioning called heart failure (systolic and 

diastolic). The four types of heart valves are mitral, tricuspid, aortic, and pulmonary, which look for blood to 

flow in only one direction properly with the open/closed valve all the way. When any or more of the heart 

valves fail to function, it leads to valve diseases called regurgitation, stenosis, and artesia. Usually, the heart 

rate remains constant in humans except in exceptional conditions such as during physical activity, when it 

may beat quickly, and while sleeping, when it beats slowly. If the heart beats too quickly or slowly during a 

person’s regular activity, it leads to an irregular rhythm called arrhythmias. Presently, the diagnoses of heart 

disease are done using an array of laboratory tests and imaging studies like electrocardiogram (ECG), holter 

monitoring, echocardiogram, exercise or stress tests, cardiac catheterization, cardiac CT scan and cardiac 

magnetic resonance imaging (MRI) scan [2]. All these tests require time for the physician to treat the patient 

by knowing the test results. The patient’s condition is crucial, and an accurate diagnosis is necessary to save 
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the human life within that stipulated period. So here, we need a prediction model to predict heart diseases in 

humans, which gives more time for the physician to treat the patient and enforce the modern machine 

learning technology (ML). 

ML plays a crucial role in detecting and predicting human heart diseases [3]. It is one of the most 

challenging tasks to predict heart disease due to its more dependent 16 parameters such as blood pressure, 

hyperlipidemia, body mass, sex, age, triglyceride, HDL, LDL, heart rate, creatinine, diagnosis, family 

history, smoking, diabetes, cholesterol, and glucose. Predicting the future risk of the progression of heart 

disease helps patients take precautionary measures, and physicians opt for specific treatment by making 

priority decisions. Predictive models can be classified into two categories: classification models and 

regression models, which perform based on statistical analysis and data mining techniques [4]. The most 

commonly used predictive models are developed from regression, decision trees (DT), and neural networks. 

Other classifiers such as clustering, time series, outlier detection, ensemble, factor analysis, Naïve Bayes, and 

support vector machine (SVM) can also be used [5]. Each classifier uniquely approaches the data, so 

choosing suitable classifiers for the model is challenging for the researchers. 

In this research, we aim to develop a human CAD prediction model, considering 16 parameters that 

directly or indirectly cause risk to the heart. Hybrid learning algorithms, which integrate multiple weak 

models into a robust framework, facilitate comprehensive exploration of intricate interconnections among 

diverse features within constrained feature values and sample sizes. This approach enhances the predictive 

model’s assessment metrics and delivers valuable supplementary assistance for CAD diagnosis [6]. It helps 

to provide customized therapy for patients with sufficient time for the physician to take appropriate measures 

by enhancing overall cardiac care and optimizing resource allocation [7]. The dataset used for 

experimentation was collected in and around the hospitals located in Mysore and Mandya regions, Karnataka, 

India. Datasets were computed and analyzed on Google Colab using Python [8]. 

 

 

2. LITERATURE SURVEY 

Many eminent researchers in ML have attempted to predict human heart diseases. Heart diseases are 

most of the dominant diseases leading to mortality in developed nations. The most relevant work carried out 

so far in the prediction of heart diseases in humans is discussed here. 

Uddin et al. [9] developed a model to diagnose cardiovascular diseases using a ML approach. For 

the experimentation, three dataset categories were collected from the heart disease dataset Repository 

University of California Irvine (UCI) containing 14 attributes, IEEE DataPort containing 12 attributes, and 

Kaggle containing 12 attributes. The authors implemented ML models like SVM, random forest (RF), 

multilayer perceptron (MLP), DT, extreme gradient boost (XGBoost), gradient boosting, and light gradient 

boosting machine classifier to classify heart diseases. Before applying the datasets to processing, pre-

processing stages like cleaning, transformation, integration, and reduction were carried out. The model’s 

performance was evaluated through precision, recall, accuracy rate, receiver operating characteristics (ROC) 

curve, and F1-score. The DT model outperforms other models for the combined datasets of UCI, IEEE, and 

Kaggle. 

Ali et al. [10] aimed at developing supervised ML algorithms for the prediction of heart diseases and 

compared the model’s performance for the highest accuracy. For experimentation purposes, a dataset from 

the Kaggle contained 14 attributes of 1,025 patients, including 312 females and 713 males with and without 

diseases. To classify heart diseases, the authors implemented six ML algorithms like RF, K-nearest neighbors 

(KNN), MLP, DT, AdaboostM1, and logistic regression (LR) classifiers. The datasets were pre-processed by 

applying a filter to replace missing values known as the interquartile range (IQR) to get better statistical and 

analytical results. The classification algorithms were evaluated through precision, recall, F-measure, 

sensitivity, specificity, and kappa metrics. The RF, KNN, and DT perform better than other classification 

algorithms. 

Gao et al. [11] worked on enhancing the performance of the heart disease prediction model with the 

ensemble learning method. For experimentation purposes, 1,025 datasets were collected containing 13 

features to classify for heart disease and non-heart disease from the Cleveland heart disease dataset. The 

authors implemented the proposed model using four ML algorithms, such as KNN, DT, RF and Naïve Bayes 

and two ensemble algorithms, boosting and bagging, to classify hearts as healthy or unhealthy. The datasets 

were pre-processed to delete the missing values and extracted features using linear discriminant analysis 

(LDA) and principal component analysis (PCA). Out of which, 75% of the datasets were used for training the 

model using nine-fold cross-validation, and 25% were used to test the model using evaluation metrics, 

namely accuracy, recall, F-score, ROC, area under the curve (AUC) and precision. The two ensemble 

algorithms perform better than other ML algorithms for the PCA feature extraction method. 

Chang et al. [12] developed an artificial intelligence model to detect heart disease using ML 

algorithms. For experimentation purposes, the datasets were collected from the patient’s medical history 
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containing five parameters for the prediction of heart diseases. The authors implemented the proposed model 

using ML algorithms, such as the K-neighbors classifier, DT classifier, SVM, RF classifier, and LR to predict 

and classify heart diseases. The datasets containing 14 features from the 100 persons were collected to 

classify for heart disease and non-heart disease based on the test reports. The K-neighbors classifier performs 

better compared to other ML algorithms. 

Karthick et al. [13] implemented a cardiovascular disease risk prediction using ML algorithms. For 

experimentation purposes, the datasets were collected from the Cleveland heart disease containing 13 

selected features from the 303 data instances. The authors implemented the proposed model using six ML 

algorithms, such as SVM, LR, gaussian Naïve Bayes, LightGBM, XGBoost and RF, to predict the heart 

disease risk. Out of the available datasets, 80% were used for training the model, and the remaining 20% 

were used for testing the model and evaluating the model for accuracy using Chi-Square distribution. The RF 

model performs better compared to other ML models. 

Doppala et al. [14] developed a hybrid ML algorithm to predict coronary diseases using the feature 

selection method on the heart dataset. For experimentation purposes, the datasets were collected from the 

Cleveland heart disease containing 14 selected features from the 303 data instances. The authors 

implemented the proposed algorithm using machine algorithms, such as Naïve Bayes, DT, LR, SVM, RF, 

KNN and proposed genetic algorithm (GA) with radial basis function (RBF) to predict CHD. For training, 

70% of the datasets were used, and the remaining 30% were used for testing the model. The proposed model 

GA with RBF performs better than the other ML models. 

From the several state-of-the-art works, the prediction of coronary artery heart diseases is in the 

infancy of the real-time implementation of the model. Here, algorithms need to be improved or upgraded for 

the betterment of the application. So, this field attracts many eminent and young researchers, showing ample 

opportunity for the real-time prediction of CHD. 

 

 

3. METHOD  

Explaining in the proposed method, the prediction of CHD is done through two stages such as 

feature extraction and classification, as shown in Figure 1. Initially, the datasets collected around the Mysore 

and Mandya regions were pre-processed to normalize, encode, and handle missing values to extract the 

features using TabNet [15]. During the second stage, the extracted features are processed by concatenating 

features into a unified feature vector to train the multiclass SVM model [16]. 

 

 

 
 

Figure 1. Proposed model for the prediction of CHD 

 

 

3.1.  Dataset 

For the experimentation purpose, considering 16 features causing CADs directly or indirectly, such 

as blood pressure, hyperlipidemia, body mass, sex, age, triglyceride, HDL, LDL, heart rate, creatinine, 

diagnosis, family history, smoking, diabetes, cholesterol, and glucose are collected in and around the 

hospitals located in Mysore and Mandya regions, Karnataka, India. A total of 282 datasets containing all 16 

features were collected, where 213 datasets were from hospitals in the Mysore region, Karnataka, India and 

69 datasets from hospitals in the Mandya region, Karnataka, India. The correlation among the 16 features is 

interpreted with a coefficient range ranging between -1 to +1, where -1 indicates the strong negative 

correlation and +1 indicates the strong positive correlation. Figure 2 shows that positive value among the 

features, which indicates that the features are moving in the same direction. 
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Figure 2. Correlation matrix for the heart disease features 
 

 

3.2.  Pre-processing 

The datasets collected are tabular data preprocessed to achieve the model’s optimal performance. 

Before applying to TabNet, the tabular dataset is preprocessed by feature scaling, data cleaning and encoding 

categorical features. In feature scaling, the normalization method is applied to scale the numerical features 

from 0 to 1 from the different ranges. The data cleaning method handles the missing values by applying the 

imputation and deletion [17]. The encoding categorical features method converts the categorical values into 

binary values by one-hot encoding [18]. 

 

3.3.  TabNet 

TabNet was developed by Google Cloud AI researchers to handle complex tabular data more 

effectively compared to gradient boost and DT models. TabNet uses sparse attention and a feature 

transformer mechanism, which helps to focus on the most relevant features for decision by improving 

interpretability and performance [19]. The feature selection using TabNet is shown in Figure 3, which 

consists of multi-step sequential operations one after the other. In the initial step, all the pre-processed 

datasets were given to the model to pass through the feature transformer [20]. The feature transformer 

consists of a gate linear unit (GLU) block; each GLU block consists of a fully connected (FC) layer, batch 

normalization (BN), and GLU as shown in (1). To get stability and maintain variance, a normalization of 

0.25 is applied after every block. 
 

𝐺𝐿𝑈(𝑥) = 𝜎(𝑥) ∙ 𝑥 (1) 
 

 

 
 

Figure 3. TabNet prediction for feature selection 
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An attentive transformer consists of a FC, BN, Prior Scales, and Sparsemax layer, which receives 

data to Prior Scales after passing the FC and BN layer. The aggregation of the feature used till the process 

step is taken before Prior Scales makes the current decision. Sparse selection of features is done by 

normalizing the coefficient values [21], which is similar to SoftMax operation as shown in (2). 

 
∑ 𝑠𝑝𝑎𝑟𝑠𝑒𝑚𝑎𝑥 (𝑥𝑖)𝑖
𝑛
𝑖=1 = 1∀𝑥 ∈ 𝑅𝑛 (2) 

 

The output from the attentive transformer step is then supervised by the attention mask, which helps to 

identify the selected features. The mask quantifies the importance of aggregate features and analyzes each 

step, allowing aggregate decisions as given in (3) [22]. As specified in Figure 3, all the 16 selected features 

were presented to feature selection, which underwent feature transformer and attentive transformer 

processing before aggregating the decision of features. 

 

𝑛𝑏[𝑖] = ∑ 𝑅𝑒𝐿𝑈 (𝑑𝑏,𝑐 [𝑖])
𝑁𝑑
𝑐=1

 (3) 

 

The feature selection process was completed by applying the TabNet model; next, we need to go for the 

prediction of CHD. Here, the model needs to be trained and tested for better performance and evaluated the 

model performance using evaluation metrics. 

 

3.4.  Multiclass SVM 

Combined features are fed to the SVM algorithm for detecting CHD [23]. The SVM model is 

trained to classify the disease, as shown in Figure 4. In the training phase, the model is trained for each class 

considering the three classes. Classes such as Class 0: No disease, Class 1: Mild disease and Class 2: Severe 

disease based on the extracted feature values. Each of these classes will be trained to be distinguished from 

others, as shown in Figure 4. During the prediction phase, based on the probability score it shows the 

likelihood of instances belonging to a class with respective classes. Finally, the maximum score is selected as 

the instance for the prediction of the class [24], [25]. 

 

 

 
 

Figure 4. SVM algorithm for the prediction of CHD 

 

 

4. RESULTS AND DISCUSSION 

In this section, we present the simulation results on a Google Colab using Python for the datasets 

collected in and around the hospitals in Mysore and Mandya regions, Karnataka, India. As specified in the 

dataset section, here we have collected 282 datasets, of which 130 datasets belong to class 0, 86 to class 1, 

and the remaining 66 to class 2. Approximately 50% of the available datasets in each class were used to train 

the model, and the remaining was used to test the model performance. Some datasets were also randomly 

given, which are not considered in the dataset part. In the first phase, the features are aggregated using the 

TabNet model, which considers the 16 selected feature values causing CADs directly or indirectly, such as 

blood pressure, hyperlipidemia, body mass, sex, age, triglyceride, HDL, LDL, heart rate, creatinine, 

diagnosis, family history, smoking, diabetes, cholesterol, and glucose. During the second phase, extracted 

features were fed to the multiclass SVM model for the prediction of the classes that belong based on the 

highest score. 

The model’s performance is evaluated using evaluation metrics such as precision, recall, F1-score, 

and accuracy, and the results are indicated in Table 1. Class 0 means the prediction of no CAD diseases 

shows a result of precision of 93.38%, recall of 90.76%, F1-score 92.05%, and accuracy of 90%. Class 1 

indicates the prediction of mild CAD diseases, with 91.86% precision, recall at 89.53%, F1-score at 90.68%, 

and accuracy at 88.37%. Class 2 indicates the prediction of severe CAD diseases, which shows a precision of 

90.90%, recall of 87.20%, F1-score 89.01%, and accuracy of 87.87%. Figure 5 shows the graphical 

representation of the result class versus evaluation metrics. 
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Table 1. Performance of model 
Class Precision Recall F1-score Accuracy 

0 93.38 90.76 92.05 90 
1 91.86 89.53 90.68 88.37 

2 90.90 87.20 89.01 87.87 

 

 

 
 

Figure 5. Graphical representation of performance of the model 

 

 

The proposed model performance is compared with the previous related work carried out by 

researchers and is shown in Table 2. Predictions of CAD disease-related works carried out by the researchers 

were very few in number, and even the datasets considered were repository datasets. In our proposed hybrid 

model, we have worked by creating our own datasets through our own visits collected in and around the 

hospitals in Mysore and Mandya regions, Karnataka, India. Even the result achieved with a hybrid model, 

TabNet for feature extraction and multiclass SVM for prediction of the class shown outer performance as 

shown in Table 2. 

 

 

Table 2. Algorithm performance comparison with state-of-the-art 
State-of-the-art mAP* (%) 

Proposed model 92.05 

Karthick, K. et al. [13] 89.32 
Chang, Victor, et al. [12] 87.45 

*mAP (mean average precision) 

 

 

5. CONCLUSION 

Heart disease is the leading cause of death in both men and women, affecting the function and 

structure of the heart. Currently, heart disease is diagnosed using a variety of laboratory tests and imaging 

studies such as ECG, holter monitoring, echocardiogram, exercise or stress tests, cardiac catheterization, 

cardiac CT scan, and cardiac MRI scan. These tests require time for physicians to interpret the results and 

treat the patient. Given the critical nature of the patient’s condition, an accurate diagnosis is essential to save 

lives within a specified timeframe. We have developed a hybrid model based on TabNet and Multiclass SVM 

to address this. We collected our datasets for experimentation from hospitals in the Mysore and Mandya 

regions of Karnataka, India. The datasets consist of 16 features that have been pre-processed to normalize, 

encode, and handle missing values. TabNet is used to extract aggregate features, and the multiclass SVM 

model is trained to classify the disease based on the classes. The performance of the proposed hybrid model 

was evaluated using various metrics such as accuracy, recall, precision, and F1-score. 
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