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 Language processing and linguistics researchers are interested in gender 
identification through audio, as human voices have many distinctive 
features. Although several gender identification algorithms have been 
developed, the accuracy and efficiency of the system can still be improved. 
Despite extensive studies on the topic in various languages, there aren’t 
many studies on gender identification in the KUI language. Using a variety 
of machine learning (ML) and deep learning (DL) classifiers, including 
decision tree (DT), multilayer perceptron (MLP), gradient boosting (GB), 

linear discriminant analysis (LDA), recurrent neural networks (RNN), long 
short-term memory (LSTM), gated recurrent units (GRU), and transformer, 
the goal of this study is to assess the accuracy of gender identification 
among diverse KUI language speakers. To verify the effectiveness of the 
suggested model, several prediction evaluation metrics were calculated, such 
as the area under the receiver operating characteristic curve (AUC),  
F1-score, precision, accuracy, and recall. While the findings are compared to 
other learning models, the gradient-boosting strategy yielded better results 

with an accuracy rate of 97.0%. 
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1. INTRODUCTION 

The human voice contains so much information that it may be used to infer mental states, behavior, 

age, gender, and emotion. People in this modern century rely on technology and artificial intelligence to 

make their lives simpler. Many facets of contemporary life, such as computer-human contact, a wide range of 

commercial fields, automated question-answering devices, and more, use gender identification systems.  

It also occurs in other fields, such as robots and advanced security systems [1]. Gender may be inferred from 

an image, speech, fashion sense, and body language. However, in this investigation, we identified a person’s 

gender by listening to their voice. The characteristics and modifications of the human voice tract establish an 

individual’s gender. Consequently, several researchers made an effort to pinpoint the exact features of the 

vocal cords and separate them from noises utilizing a range of methods and models. 

The human hearing system is a technological advance that uses speech recognition to determine a 

person’s gender. Our brain can quickly determine the gender-specific frequencies and levels of loudness that 
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reach the human ear. However, using machine learning (ML) techniques, robots may do tasks that humans 

can’t perform independently, such as identifying a person’s gender. The most suitable and adequate elements 

from the human voice must be selected to determine the gender [2]. The machine’s recognition rate relies on 

its ability to extract the most helpful information from speech. The gender was identified by the researchers 

utilizing a variety of learning techniques using a collection of attributes that were retrieved using the mel 

frequency cepstral coefficient (MFCC) [3]. 
For addressing different classification problems, deep learning (DL) and ML models are considered 

state-of-the-art options. DL is a subfield of ML that creates more comprehensive representations of the 

original data by using many layers in the models. This approach simplifies the process of creating classifiers 

for new tasks. Moreover, learning algorithms can generate features from raw input data by using the 

knowledge gained during training [4]. On the other hand, to get the best outcomes, standard ML algorithms 

need human-crafted features. Computational models consisting of various processing layers can learn 

multiple abstractions of data representations due to DL. These techniques have significantly advanced speech 

categorization beyond previous limits. Determining a speaker’s gender from uttered utterances is one of the 

goals of spoken speech processing research. For many applications, gender categorization based on spoken 

voice signals is a crucial and challenging task [5]. 

This research aims to develop many models for classifying speaker gender in a tribal language with 

limited resources. The remaining portion of this article is structured as follows: the prior relevant works are 
included in section 2. Section 3 presents the experimental design, speech attributes, corpus, and performance 

evaluation protocols. A thorough explanation of the developed model is also provided. Section 4 discusses 

the suggested model. The results are given and discussed in section 5. Section 6 presents our conclusions and 

suggestions for more study, which concludes in the present article. 

 

 

2. RELATED WORK 

Nowadays, various equipment, such as computers, mobile phones, and security systems, utilize 

gender identification based on speech features. The published literature comprehensively documents current 

techniques and concepts. There has been relatively little study done on the KUI language. Gender 

identification from speech in other languages has been the subject of several studies, but KUI speech has not 
been studied. Table 1 summarizes the identification of gender for many languages using ML or DL 

approaches. 

 

 

Table 1. Several methods are applied in gender identification in different languages 
Dataset used Methods Year of research 

Speech Corpus [2] Decision trees (DT), gradient boosting (GB), random forest (RF),  

support vector machine (SVM) 

2019 

Common voice [5] Multilayer perceptron (MLP) 2020 

SHRUTI [6] Tensor analysis 2020 

Kannada dataset [7] GMM 2021 

Arabic speech [8] Bidirectional long short-term memory (BiLSTM) 2021 

Own dataset [9] GB, linear discriminant analysis (LDA), logistic regression (LR) 2022 

ELSDSR dataset [10] LR, GB, GN 2023 

Common voice [11] Recurrent neural network (RNN) – BiLSTM 2023 

Turkish speech [12] Convolutional neural network (CNN) 2024 

German speech [4] Deep neural network (DNN) 2019 

Low dataset [13] BiLSTM 2020 

Mozilla audio dataset [14] GB, DT, RF 2021 

Sepedi speech [15] CNN, LSTM 2021 

Common voice [16] LDA, SVM 2022 

Open-source data [1] LDA, artificial neural network (ANN) 2022 

Common voice [17] BiLSTM 2023 

Turkish dataset [18] CNN 1D, CNN 2D 2024 

Arabic speech [19] Hybrid learning 2024 

 

 

3. MATERIALS AND METHODS 

3.1.  Data creation 

Audio signals are required to identify the genders of the speakers. The common Indian residents 
record the KUI voice signals to accomplish the suggested work’s purpose. These speech samples were 

captured using a shared platform at 16 kHz [20]. The audio signals are recorded in .wav format since the 

suggested classification model can analyze the voice signals in this format. 2,000 samples total consisting of 

1,125 samples for men and 875 samples for women are utilized in the proposed study to determine the gender 
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identity of the speakers. Two sets of all 2,000 voice samples are created. The classification model is trained 

using the first batch and tested using the second. Eighty percent of the voice samples for each gender group 

are utilized in the training set, while the remaining twenty percent are used in the second set. Transgender 

speech samples are not recorded in the current paper to analyze voice signals. Since there are no recognized 

resources that include such type datasets, these voice samples fall under the low-resource language category. 

 

3.2.  Technique used for feature extraction: mel-frequency cepstral coefficient 
Gender identification is mainly based on traits extracted from voice sounds. The collected features 

that encapsulate the key attributes of the speech samples constitute an important input for the classification 

algorithms. The most significant technique for extracting speech-based characteristics in this domain is 

MFCC [21]. The MFCC plays a significant function because of its capacity to illustrate speech amplitudes 

succinctly. The following steps outline the process for gaining the MFCC functionalities. The diagrammatic 

representation of MFCC is shown in Figure 1. 
 

 

 
 

Figure 1. Diagrammatically representation of MFCC 
 
 

Filtering: this is the initial stage of boosting the high frequencies for less prominent speech in the audio signal 

𝑠[𝑛] by applying a pre-emphasis filter. The pre-emphasized signal 𝑠𝑒𝑚𝑝[𝑛] is given in (1). 

 

𝑠𝑒𝑚𝑝[𝑛] = 𝑠[𝑛] −  𝛼. 𝑠[𝑛 − 1] (1) 

 

Where 𝛼 is typically set to a value between 0.95 and 0.98. 

Framing: the signal is split up into overlapping frames with 𝐿 samples in length. Every frame has a certain 

number of samples 𝑃 that overlap with the frame before it. If the signal has 𝐾 samples, the number of frames 

𝑅 is given in (2). 

 

𝑅 = ⌊
𝐾−𝐿

𝑃
+ 1⌋ (2) 

 

Each frame is denoted as 𝑠𝑓[𝑛], where 𝑓 indexes the frame. 

Windowing: a window function 𝑐[𝑛] is multiplied by each frame to decrease spectral leakage. The hamming 

window is given in (3). 
 

𝑐[𝑛] = 0.54 − 0.46 ∙ 𝑐𝑜𝑠 (
2𝜋𝑛

𝐿−1
) (3) 

 

The windowed frame is given by 𝑠𝑐[𝑛] = 𝑠𝑓[𝑛] ∙ 𝑐[𝑛] 

Fast fourier transform (FFT): the windowed frame 𝑠𝑐[𝑛] is transformed into the frequency domain utilizing 

the FFT, as shown in (4). 

 

𝑆[𝑎] = ∑ 𝑠𝑐[𝑛] ∙ 𝑒−𝑚
2𝜋𝑎𝑛

𝑁
 𝑁−1

𝑛=0 , 𝑎 = 0,1, … , 𝑁 − 1 (4) 

 

The resulting 𝑆[𝑎] is a complex value representing the amplitude and phase of the signal’s frequency 
components. 

Mel frequency mapping: a series of triangle filters 𝑇𝑑[𝑎] which are mel-scaled and applied to the 

power spectrum. Each filter is designed to capture the energy in a specific mel frequency band, as given in (5).  
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𝐵𝑑 = ∑ 𝑌[𝑎] ∙ 𝑇𝑑[𝑎]𝑁−1
𝑎=0 , 𝑑 = 1, 2, … . , 𝑃 (5) 

 

Where 𝑌[𝑎] denotes the power spectrum. The mel scale 𝑓𝑚𝑒𝑙  is related to the linear frequency 𝑓 is given in (6). 

 

𝑓𝑚𝑒𝑙 = 2595 ∙ log10 (1 +
𝑓

700
) (6) 

 

Logarithm: the logarithm of the filtered output is taken to compress the dynamic range of the signal is given 

by 𝑙𝑜𝑔(𝐵𝑑). 

Discrete cosine transforms (DCT): applying the DCT to the log mel spectrum is the last step to minimize 

dimensionality and decorrelate the filter bank coefficients, as shown in (7). 
 

𝐷𝑛 = ∑ 𝑙𝑜𝑔(𝐵𝑑)𝑃
𝑑=1 ∙ 𝑐𝑜𝑠 [𝑛 ∙ (𝑑 −

1

2
) ∙

𝜋

𝑃
] , 𝑛 = 0,1, . . , 𝑁𝑐 − 1 (7) 

 

Here, 𝐷𝑛 are the MFCCs, and 𝑁𝑐 is the number of coefficients. 

 

3.3.  Classification techniques 

One of the key elements in determining the speaker’s gender is a classification algorithm. Choosing 

a classification method with a high degree of gender identification accuracy is the most difficult challenge. 

The classifier is used to ascertain the speakers’ genders after the feature has been taken from the speech 

samples. Several learning approaches are used here as classification algorithms, including DT, MLP, GB, 
LDA, RNN, LSTM, gated recurrent units (GRU), and transformer. 

 

3.3.1. Decision tree  

DTs are a subset of bagging techniques useful for efficiently managing non-linear datasets. Using 

the criteria Gini index, we have instantiated the DT classifier model. A decision is represented by leaf nodes 

that have no edges on the exterior [2]. DT approximates a sine curve for decision-making purposes using a 

series of IF-THEN rules. The DT model can mathematically represent a series of recursive binary splits in 

(8). 
 

𝑓(𝑥) = ∑ 𝛾𝑛𝐼(𝑥𝜖𝑅𝑛)𝑁
𝑛=1  (8) 

 

Where 𝑓(𝑥) is the prediction for input 𝑥, 𝑁 represents the leaf nodes, 𝛾𝑛 denotes the final value, 𝐼 is an 

indicator function and 𝑅𝑛 is the region of the input space. 

 

3.3.2. Multilayer perceptron 

Multi-layer perceptron’s, a kind of neural network commonly used for supervised learning tasks, are 

abbreviated as MLPs. It consists of several linked layers of nodes, where each neuron sends its output to the 

layer that comes after it and takes input from the one before it. The last layer, also referred to as the output 

layer, generates the estimates for the final output. It is trained using a supervised learning method known as 

backpropagation [18]. The output 𝑦̂ can be expressed in (9). 
 

𝑦̂  = 𝜎(𝑊𝑜𝑢𝑡 ℎ𝑚 + 𝑏𝑜𝑢𝑡) (9) 
 

Where 𝑊𝑜𝑢𝑡  is the weight matrix, 𝑏𝑜𝑢𝑡 is bias and 𝜎 is the sigmoid function and is represented in (10). 
 

𝜎(𝑧) =
1

1+𝑒−𝑧 (10) 

 

3.3.3. Gradient boosting 

A ML technique called GB creates collective weak prediction models that work as classifiers.  

It creates an additive model step-by-step and is typically applied when accuracy is not achieved with 
individual classifiers. The training dataset’s X and Y columns are needed for the model to fit. On the testing 

data set, it is predicted once the model has been fitted. Both the loss function and the basic learner models in 

the GBs method are freely defined [9]. The final model after 𝑀 iterations are shown in (11). 
 

𝐹𝑀(𝑋) = 𝐹0(𝑋) + ∑ 𝛾𝑚ℎ𝑚
𝑀
𝑚=1 (𝑋) (11) 

 

Where 𝑋 = [𝑋1, 𝑋2, … , 𝑋𝑛] as the input feature vector, 𝐹𝑀(𝑋) as the model at the 𝑀th stage. 
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3.3.4. Linear discriminant analysis  

For dimensionality reduction and classification, supervised learning techniques like LDA are used. 

LDA looks for the optimum linear feature combination to divide an object or event into two or more classes. 

LDA is often used to divide data into two or more labels. If there are two classes, labels are classified linearly 

using one hyperplane. To divide the classes in various ways, however, several hyperplanes are required [1]. 

The Scatter matrices are given in (12) and (13). 
 

𝑆𝑊 = ∑ (𝑥𝑖
𝑚 − 𝑀𝑚)𝑁𝑚

𝑖=1
(𝑥𝑖

𝑚 − 𝑀𝑚)𝑇 + ∑ (𝑥𝑖
𝑓

− 𝑀𝑓)
𝑁𝑓

𝑖=1
(𝑥𝑖

𝑓
− 𝑀𝑓)

𝑇
 (12) 

 

𝑆𝐵 = (𝑀𝑚 − 𝑀)(𝑀𝑚 − 𝑀)𝑇 +  (𝑀𝑓 − 𝑀)(𝑀𝑓 − 𝑀)
𝑇
 (13) 

 

Where 𝑀 is the overall mean vector of the features, 𝑆𝑊 is the scatter matrix inside the class, and 𝑆𝐵  is a 

scatter matrix between the classes. 
 

3.3.5. Recurrent neural network 

The functioning of an artificial neural network (ANN) resembles that of the human brain. RNN 

belongs to the ANN group. Time series signals, speech signals, and other signals are produced by combining 

sequential data. This type of data can be efficiently managed with the RNN classification method. RNN’s 
memory is limited [11]. This disadvantage reduces the field’s usefulness in gender identification. LSTM can 

help mitigate the impact of this limitation. An RNN maintains a hidden state 𝑠𝑡−1 that contains data from 

earlier time steps as it goes through the sequence of input. The hidden state is computed at the time step 𝑡,  

in (14). 
 

𝑠𝑡 = 𝑓(𝑊𝑠𝑠𝑡−1 + 𝑊𝑥𝑥𝑡 + 𝑏𝑠) (14) 
 

Where 𝑥𝑡 is the input feature vector at the current time step, 𝑊𝑠 and 𝑊𝑥 are weight matrices, 𝑏𝑠 is a bias 

vector 𝑓 is an activation function and 𝑠𝑡−1 is the hidden state from the previous time step. 
 

3.3.6. Long short-term memory  

LSTM can expand the system’s memory. However, LSTM only really works in one way. 

Bidirectional LSTM (BiLSTM) is utilized for the two-direction operation to improve the gender 

identification system’s accuracy. The final production of a BiLSTM layer is created by concatenating the 

outputs from the two layers. Because it learns sequential patterns in both directions, a BiLSTM layer 
outperforms a single LSTM layer [22]. The output layer of the LSTM model may be defined as shown in (15). 
 

𝑦 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑊𝑦 ∙ ℎ𝑇 + 𝑏𝑦) (15) 

 

Where 𝑊𝑦 is the weight matrix of the output layer, 𝑏𝑦 is the bias vector of the output layer, ℎ𝑇  is the last 

hidden state, 𝑠𝑜𝑓𝑡𝑚𝑎𝑥 ensures the output is a probability distribution over classes 
 

3.3.7. Gated recurrent units 
One kind of RNN architecture utilized for sequence modeling applications is the GRU architecture. 

GRUs have similarities with LSTM networks, although they are more computationally efficient due to their 

more straightforward architecture. GRUs can perform similarly to LSTMs on various tasks, including gender 

identification, although having a simpler structure. GRUs are frequently less prone to overfitting and easier to 

train than LSTMs since they have fewer parameters [23]. 
 

3.3.8. Transformer 

The self-attention mechanism is used when using a transformer model for gender identification to 

extract meaningful patterns from the input data, which may be auditory attributes that describe the voice.  

The encoder’s output must be taken and transformed into a series of text tokens by the decoder [24]. Because 

of the multi-head attention capability, the model may analyze data from many representation subspaces at 

different times. 
 

𝑀𝑢𝑙𝑡𝑖𝐻𝑒𝑎𝑑(𝑄, 𝐾, 𝑉) = 𝐶𝑜𝑛𝑐𝑎𝑡(ℎ𝑒𝑎𝑑1, … , ℎ𝑒𝑎𝑑ℎ)𝑊𝑜 (16) 
 

Where each head is computed as ℎ𝑒𝑎𝑑𝑖 = 𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛(𝑄𝑊𝑄
𝑖 , 𝐾𝑊𝐾

𝑖 , 𝑉𝑊𝑉
𝑖) and 𝑊𝑜 is the output weight matrix. 

The transformer model may handle sequential data for tasks like gender identification from speech data by 

utilizing this as shown in (16) [25]. 
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4. PROPOSED MODEL 

Gender identification system working model: since KUI has few resources, gathering data from the 

field is extremely difficult. Following data collection, we apply several learning models. Algorithm 1 shows 

the procedures in this suggested KUI gender identification system. The comprehensive process is shown in 

Figure 2. 

 
Algorithm 1. Gender identification system model 
1. In the first stage, the voice data has to be provided. For a single speaker, we entered 

200 voice data points here. We then preprocessed the first phase’s supplied input data. 

In this step, the voice data is processed and cleaned up. The speech data quality for 

gender identification is enhanced at this level.  

2. After the previous stage, voice data extract various prosodic or acoustic speech 

properties. Pitch, energy, and intensity may be extracted from speech data using MFCC, 

one of the feature extraction techniques for voice data. 

3. The gender is determined using the learning models.  
4. Using various criteria, including accuracy, the effectiveness of gender identification 

is evaluated at the last stage. It also computed the learning models’ accuracy. 

 

 

 
 

Figure 2. Workflow of KUI gender identification 

 

 

5. RESULTS AND DISCUSSION 

Plenty of studies have been done on gender identification in other languages using a variety of 

learning strategies, but not in the KUI language. Researchers have encountered numerous difficulties, 

including preprocessing and dataset preparation, during earlier studies; some of these issues are covered in 

related publications. Additionally, in past research, there have been issues with dataset development because 

it is challenging to build a dataset in a tribal language. The predictive model’s performance measurements 

include F1-score, accuracy, precision, recall, and other metrics. Table 2 shows a detailed analysis of different 

parameters. Figure 3 displays the accuracy graphically, while Figure 4 displays the AUC value. The 

confusion matrix (CM) is used to compute these performance indicators. Every confusion matrix has an  
x-axis representing the expected labels and a y-axis representing the actual labels. Figures 5 through 12 show 

several models’ CMs. 

 

 

Table 2. Performance indicators for various techniques 
Methods Parameters 

Precision Recall F1-score Accuracy 

DT 95 96 95 96 

MLP 87 88 90 89 

LDA 92 91 91 92 

RNNs 89 90 90 90 

LSTM 91 91 92 92 

GRUs 92 91 92 93 

Transformer 92 92 93 94 

GB 96 97 96 97 
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Figure 3. Accuracy of several learning methods 

 

Figure 4. AUC score of several learning methods 
 
 

  
 

Figure 5. Performance matrix of DT 

 

Figure 6. Performance matrix of MLP 
 
 

  
 

Figure 7. Performance matrix of GB 

 

Figure 8. Performance matrix of LDA 
 
 

 
 

Figure 9. Performance matrix of RNN 

 
 

Figure 10. Performance matrix of LSTM 
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Figure 11. Performance matrix of GRU 
 

Figure 12. Performance matrix of transformer 
model 

 

 

As noted earlier, we use the KUI dataset to evaluate many models. There can be up to 32 batches in 

each training session. We first train the model with various parameters having a learning rate equal to 0.01. 

Accuracy is the most often used and simple performance evaluation criterion for gender identity. Recall is 

calculated by dividing the total number of true members of the positive class by the percentage of all 

instances that were recognized correctly as belonging to the positive class. The accuracy and recall of the 

model determine the F1-score. 

In Figure 7, the GB performance matrix is shown, which yields a noteworthy result when compared 

to other models utilizing our KUI dataset. Table 3 displays the accuracy of several models across various 

languages. It demonstrates that, when using the GB classifier, KUI yields the highest accuracy among the 
languages used for gender identification. The ROC curve of learning models is shown in Figure 13.  

We trained and tested the neural network using diverse speech samples. Eighty percent of the data were 

utilized for training, and twenty percent were used for testing. The neural network undergoes training over 

500 epochs. Epochs are periods when a ML algorithm runs through the training data in a single cycle.  

The classifiers DT, MLP, GB, LDA, RNN, LSTM, GRU, and transformer were applied in conjunction with 

MFCC. The highest identification accuracy of 97.0% was obtained using our KUI dataset. 
 
 

 
 

Figure 13. ROC curve of several learning techniques 
 

 

Table 3. Comparison of different parameters using several learning techniques 

Work Models Year 

Assessment of performance 

parameters (in %) 

Precision Recall F1-score Accuracy 

Hızlısoy et al. [9] LR 2022 87 92 89 89 

Singhal and Sharma [16] RNN-BiLSTM 2022 - 92 - 90 

Alashban and Alotaibi [8] BLSTM 2021 - - - 91 

Shabbir et al. [10] SVM 2023 89 86 83 92 

Nair et and Vijayan [2] GB 2019 - - - 94 

Zaman et al. [14] GB 2021 95 96 96 96 

Ali et al. [1] ANN 2022 97 - - 97 

Sefara and Mokgonyane [15] LSTM 2021 - - 97 97 

Proposed method GB 2024 96 97 96 97 
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6. CONCLUSION AND FUTURE WORK 

Gender identification from a tribal language remains a challenging task due to several factors.  

This paper concludes that firstly, it specifies various stages of gender identification and literature reviews of 

many published research papers that use many different approaches and have different datasets. We used 

several learning techniques to identify the gender from our low-resourced KUI dataset. The GB method can 

identify the gender with an accuracy of 97.0%. The performance of the classifier is demonstrated to be 

influenced by recall, precision, and F1-score. The corresponding values were 97%, 96%, and 96%. It is 
speculated that by using hybrid classifiers and other classifiers, these values may be enhanced. Furthermore, 

it is suggested that using distinct characteristics from our KUI dataset would increase the success rate of 

gender identification. The KUI gender identification system can be integrated into speech recognition and 

speaker recognition of the KUI language. We want to expand the number of speakers and would like to work 

with a variety of languages in the future, such as Odia and Santali. 
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