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 In the current digital era, securing image transmission is crucial to ensure 

data integrity, prevent tampering, and preserve confidentiality as images 

traverse unsecured channels. This paper presents an innovative encryption 

scheme that synergistically combines a two-dimensional (2-D) logistic map, 

deoxyribonucleic acid (DNA) encoding, and 1-D cellular automata (CA) 

rules to significantly bolster encryption robustness. The proposed model 

initiates with the generation of a key image via the 2-D logistic map, 

yielding intricate chaotic sequences that fortify the encryption mechanism. 

DNA cryptography is employed to amplify randomness through diffusion 

properties, providing robust defense against various cryptographic attacks. 

The integration of 1-D CA rules further intensifies encryption complexity by 

iteratively processing DNA-encoded sequences. Experimental results 

substantiate that the proposed encryption scheme demonstrates exceptional 

endurance against a vast spectrum of attacks, affirming its superior security. 
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1. INTRODUCTION 

In the digital age, securing sensitive information transmitted over the internet is critical, especially 

for digital images that are vulnerable to unauthorized access. The risk of interception and exploitation during 

transmission underscores the need for effective image encryption [1]-[3]. Traditional encryption methods 

such as advanced encryption standard (AES), data encryption standard (DES), and Rivest-Shamir-Adleman 

(RSA) often fail to maintain critical properties of encrypted images, including low pixel correlation and high 

randomness, and may not fully address various security threats and robustness requirements [4]. To address 

these limitations, the proposed research introduces a novel encryption scheme that integrates chaotic maps, 

deoxyribonucleic acid (DNA) cryptography, and cellular automata (CA). This innovative approach aims to 

significantly enhance the robustness and effectiveness of image encryption, addressing contemporary security 

challenges with novel strategies. 

Chaos theory has recently emerged as a powerful method for secure image encryption [5], [6], due 

to its sensitivity to initial conditions, deterministic behavior, and ergodicity [7]. These traits make chaos-

based cryptosystems highly resistant to attacks. Multi-dimensional chaotic maps are preferred for their 

complex architectures and numerous parameters, which enhance encryption strength by complicating 

prediction and reverse-engineering [8]. However, this increased security brings greater computational 

complexity, requiring a balance between security and practical implementation. The proposed methodology 
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employs the two-dimensional (2-D) logistic map to generate highly unpredictable sequences through chaotic 

dynamics, significantly bolstering encryption robustness and resisting unauthorized decryption attempts.  

The advent of DNA computing has led to the emergence of DNA cryptography, utilizing DNA for 

information storage and biological technologies for its implementation [9], [10]. Adleman’s 1994 experiment 

laid the foundation for this approach, marking a pivotal advancement in information technology. DNA 

computing's exceptional capabilities, including extensive parallelism, vast storage potential, and low energy 

consumption, have inspired DNA-based image encryption methods [11]-[13]. In the proposed scheme, DNA 

cryptography bolsters encryption by leveraging DNA's high information density and biochemical complexity, 

significantly enhancing randomness and providing robust protection against brute-force and statistical 

attacks. 

In the 1950s, John von Neumann and Stanislaw Ulam developed CA as mathematical models to 

explore complex systems through simple, local interactions. Despite their simplicity, CA exhibits remarkable 

complexity, making them effective tools for simulating natural processes and enhancing cryptographic 

security [14]. Jin et al. [15] proposed an image encryption scheme using an 8-length CA and state attractors, 

achieving effective confusion and diffusion with minimal computational resources. CA has become 

instrumental in generating random sequences for image encryption, with two primary methods: one uses CA 

to produce pseudo-random numbers, while the other encrypts images at the bit level, leveraging CA's chaotic 

behavior [16]. In the proposed scheme, CA iteratively processes DNA-encoded binary sequences, amplifying 

encryption complexity. Extensive research continues to advance image encryption using techniques like 

chaotic systems, quantum logistic maps, DNA computing, and CA. The subsequent review offers an analysis 

of innovative approaches in this field. 

Li et al. [17] developed an encryption method using chaotic maps and CA to enhance security 

through diffusion, permutation, and scrambling, but it may suffer from high computational demands.  

Chai et al. [18] proposed a scheme integrating a memristive hyperchaotic system, CA, and DNA, driven by 

the plain image, achieving strong security with dynamic DNA encoding and block diffusion. However, its 

dependence on unique DNA rules may limit adaptability to various image types. Nandi et al. [19] designed 

an image encryption method with 1-D CA in a symmetric key framework, leveraging cyclic properties for 

efficiency, though its simplicity might make it vulnerable to advanced attacks.  

Mondal et al. [20] developed a robust image encryption method using a chaotic skew tent map and 

CA, ensuring secure communication and storage with a large key space and effective pseudo-random 

sequences. However, managing extensive key spaces and key management may limit its effectiveness. Niyat 

et al. [21] created a novel strategy combining DNA, CA, and chaotic systems for pixel encryption using 

DNA rules, XOR operations, and CA rules. Although it provides a substantial key space and low pixel 

correlation, its complexity may hinder practical implementation. Liu et al. [22] proposed an advanced 

encryption scheme using DNA encoding and chaotic maps for pixel confusion and diffusion. Despite its 

strong encryption performance and large key space, practical implementation is complicated by multiple 

transformations. Li et al. [23] proposed a technique using a 5-D multi-wing hyper-chaotic system for 

enhanced security through pixel-level and bit-level permutations and diffusion. However, reliance on hyper-

chaotic systems and permutations may introduce complexities and limitations in robustness. 

Lone et al. [24] developed an image encryption procedure integrating DNA methods with three-

dimensional chaos maps, employing complex diffusion and scrambling techniques. It demonstrates superior 

encryption performance and enhanced key sensitivity through extensive validation. Alkhonaini et al. [25] 

created a technique combining two-way chaotic maps with reversible CA, improving key space and 

sensitivity. Their approach uses spatiotemporal chaos for pixel permutation and reversible CA for bit-level 

modification, showing strong resistance to various attacks. Zhang et al. [26] developed an encryption 

technique combining DNA sequences with chaotic maps for pixel diffusion and confusion through iterative 

transformations. Despite its efficacy, the method faces challenges due to complexity, computational 

demands, and potential vulnerabilities. Samiullah et al. [27] introduced a symmetric encryption algorithm for 

color images using three chaotic systems, a secure hash algorithm, and a DNA sequence-based linear 

feedback shift register to enhance diffusion and confusion. 

The preceding analysis assessed the pros and cons of image encryption techniques utilizing chaotic 

maps, CA, and DNA computing. Existing methods face challenges such as susceptibility to statistical attacks, 

high pixel correlation, low entropy, inadequate avalanche resistance, large key spaces, weak transmission 

security, and insufficient error handling. This paper presents a sophisticated encryption strategy integrating a 

2-D logistic map, DNA encoding, and 1-D CA rules to address these limitations and bolster robustness. The 

2-D logistic map strengthens key image generation with complex chaotic sequences, enhancing encryption 

efficacy. DNA cryptography boosts randomness and resists statistical and avalanche attacks. Additionally,  

1-D CA rules increase encryption complexity and pixel disparity, making unauthorized decryption more 

difficult. Finally, error correction is implemented through forward error correction (FEC) for both key and 

encrypted images, while security is ensured via the receiver's public key, guaranteeing that only the intended 
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recipient can decrypt the data. This model directly mitigates susceptibility to statistical attacks and high pixel 

correlation through chaotic sequences and DNA encoding, while 1-D CA rules enhance entropy and 

avalanche resistance. Moreover, FEC improves error handling, and secure transmission is ensured by the 

receiver's public key. 

This paper is structured as follows: section 2 delivers an extensive review of chaos theory, DNA 

cryptography, 1-D CA, and FEC. Section 3 delineates the proposed image encryption methodology and 

associated algorithms. Section 4 offers a thorough evaluation and analysis of the outcomes derived from the 

proposed scheme. Section 5 provides a conclusive summary, encapsulating the core contributions of the study. 

 

 

2. PRELIMINARIES 

2.1.  Chaotic maps 

Chaos theory [28], [29] emphasizes two essential properties: nonlinearity and dynamical behavior. 

In the logistic map, nonlinearity arises from feedback mechanisms, while dynamical behavior signifies the 

system's evolution. The 1-D logistic map, expressed as, 

 

𝑥𝑛+1  =  𝑟 ⋅  𝑥𝑛 ⋅  (1 −  𝑥𝑛)  
 

where 𝑟 ∈ (0,4] is the control parameter, and 𝑥𝑛 represents the system state at iteration 𝑛. While this map 

generates sequences within [0,1] and exhibits chaotic behavior for 𝑟 > 3.57, its simplicity limits its 

suitability for cryptographic applications requiring greater complexity. 

The 2-D logistic map addresses these limitations by introducing additional complexity via coupled 

equations and a perturbation factor. It is defined by: 

 

𝑥{𝑛+1} =  𝑟 ⋅  𝑥𝑛 ⋅ (1 − 𝑥𝑛)  +  𝑧0 

 

𝑦{𝑛+1} =  𝑟 ⋅  𝑦𝑛 ⋅  (1 − 𝑦𝑛)  + 𝑧0 

 

in the 2-D logistic map, 𝑥𝑛 and 𝑦𝑛 represent the system's states at iteration 𝑛, with 𝑟 as the control parameter 

and 𝑧0 functioning as a perturbation factor. The incorporation of 𝑦𝑛, along with the perturbation 𝑧0, 

introduces greater complexity by continually altering the trajectories of both variables, preventing 

stabilization into fixed points or periodic orbits and promoting chaotic behavior. 

Though derived from the 1-D model, the interaction between the two dimensions and the 

perturbation factor substantially enhances the system’s dynamical properties, resulting in more intricate and 

unpredictable behavior. The 2-D logistic map exhibits bifurcation patterns, with fixed points for 𝑟 ∈ (0,3], 
periodic attractors for 𝑟 ∈ (3,3.57], and chaos for 𝑟 > 3.57. Figure 1 depict the bifurcation diagram of 2-D 

logistic map. The proposed scheme employs 𝑟 = 3.999 for secure key image generation, leveraging its 

increased complexity and chaotic characteristics. 

 

 

 
 

Figure 1. Bifurcation diagram for 2-D logistic map 
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2.2.  DNA cryptography 

DNA cryptography leverages the inherent properties of DNA sequences to bolster data security [30], 

[31]. A DNA sequence consists of four nucleic acid bases, adenine (A), guanine (G), cytosine (C), and 

thymine (T). In DNA, adenine bonds with thymine (A-T), while guanine bonds with cytosine (G-C), 

reflecting a complementary relationship analogous to binary digits (0 and 1). In the proposed scheme, binary 

pixel values from both the plain and key images are encoded into DNA nucleotides, with mappings defined 

as: 00 to A, 01 to C, 10 to G, and 11 to T. The fusion of these images is achieved using the XOR table 

presented in Table 1, resulting in a unified image. Utilizing DNA encoding, coupled with the XOR operation, 

introduces a higher level of complexity and obfuscation, enhancing resistance to cryptanalysis techniques. 

This method not only diversifies the encoding approach but also strengthens encryption, significantly 

bolstering resistance to decryption efforts. Consequently, integrating DNA encoding with XOR significantly 

augments security, robustness, and the overall integrity and confidentiality of the data through intricate 

transformation processes. 

 

 

Table 1. DNA XOR table 
XOR A (00) C (01) G (10) T (11) 

A (00) A C G T 

C (01) C A T G 
G (10) G T A C 

T (11) T G C A 

 

 

2.3.  Cellular automata 

CA are mathematical models distinguished by discrete, quantized time, states, and space, with cells 

organized in a regular, finite lattice [32], [33]. Formally, CA are described by the five-tuple (𝐿, 𝑄, 𝑁, 𝛿, 𝐼), 

where 𝐿 is the lattice, 𝑄 represents the finite set of states, 𝑁 denotes the neighbors, 𝛿 is the transition function, 

and 𝐼 indicates the initial state. In elementary CA, or 1-D CA, cells are arranged linearly, with each cell 

updating its state according to local rules determined by its present state and the states of its neighboring cells. 

Every cell has two distinct states (0 or 1), results in 23 =  8 unique neighborhood configurations and 28 =  256 

distinct transition rules. The CA model can incorporate different boundary conditions, such as periodic 

boundaries, where the lattice edges connect seamlessly to form a continuous grid, and null boundaries, where 

edge cells are fixed to simplify boundary interactions. The transition function of CA is determined by: 

 

𝑆𝑡+1
(𝑥)

= 𝑓(𝑆𝑡
(𝑥−1)

, 𝑆𝑡
(𝑥)

, 𝑆𝑡
(𝑥+1)

) 

 

where, 𝑆𝑡+1
(𝑥)

 represents the state of cell 𝑥 at the subsequent time step 𝑡 + 1. At present time step 𝑡, the cell 𝑥 is 

represented by 𝑆𝑡
(𝑥)

, while 𝑆𝑡
(𝑥−1)

 and 𝑆𝑡
(𝑥+1)

 correspond to the states of the neighbouring cells to the left and 

right respectively. In the proposed scheme, a 1-D CA with periodic boundary conditions is utilized to process 

binary values through eight specific rules: 30, 86, 90, 101, 105, 150, 153, and 165, as detailed in Table 2. 

These rules have been demonstrated to enhance essential evaluative metrics such as entropy, pixel disparity, 

and Diehard test results, thereby increasing the complexity and chaotic nature of the encryption process [34]. 

The varied transition behaviors of these rules improve unpredictability and diffusion, which strengthens the 

system's defense against cryptanalytic attacks. 

 

 

Table 2. Boolean expression of CA rules 
No Rule Logical operations 

1 30 𝑆𝑡+1
(𝑥)

= 𝑆𝑡
(𝑥−1)

+ [𝑆𝑡
(𝑥)

∨ 𝑆𝑡
(𝑥+1)

] 

2 86 𝑆𝑡+1
(𝑥)

= 𝑆𝑡
(𝑥+1)

+ [𝑆𝑡
(𝑥−1)

∨ 𝑆𝑡
(𝑥)

] 

3 90 𝑆𝑡+1
(𝑥)

= 𝑆𝑡
(𝑥−1)

+ 𝑆𝑡
(𝑥+1)

 

4 101 
𝑆𝑡+1

(𝑥)
= [ 𝑆𝑡

(𝑥−1)
∨ 𝑆𝑡

(𝑥)
] + 𝑆𝑡

(𝑥+1)
 

5 105 
𝑆𝑡+1

(𝑥)
= 𝑆𝑡

(𝑥−1)
+ 𝑆𝑡

(𝑥)
+ 𝑆𝑡

(𝑥+1)
 

6 150 𝑆𝑡+1
(𝑥)

= 𝑆𝑡
(𝑥−1)

+ 𝑆𝑡
(𝑥)

+ 𝑆𝑡
(𝑥+1)

 

7 153 
𝑆𝑡+1

(𝑥)
= 𝑆𝑡

(x)
+ 𝑆𝑡

(𝑥+1)
 

8 165 
𝑆𝑡+1

(𝑥)
= 𝑆𝑡

(𝑥−1)
+ 𝑆𝑡

(𝑥+1)
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2.4.  Forward error correction 

FEC [35], [36] is a robust error control technique that integrates redundant error-correcting codes 

into transmitted data, allowing the receiver to detect and correct errors without retransmission. This method 

enhances transmission reliability by minimizing the need for receiver feedback while preserving data 

integrity in high-error environments. FEC techniques are classified into two categories. Block codes, which 

partition data into fixed-size blocks and add redundant bits for error correction, and convolutional codes, 

which encode data streams using memory-based techniques.  

In the proposed model, Reed-Solomon codes from block codes are applied to the key image and 

encrypted image to bolster its resilience against errors. These codes are crucial for correcting burst errors that 

may arise during transmission or storage, thereby ensuring the integrity of the key image. By protecting the 

key image from potential corruption, Reed-Solomon codes [37] enhance the reliability of both encryption and 

decryption processes, as inaccuracies in the key could jeopardize the system’s security. This integration 

ensures a robust cryptographic scheme by maintaining the accuracy and stability of the key image. 

 

 

3. PROPOSED METHOD 

This section elucidates a sophisticated approach that integrates a 2-D logistic map, DNA encoding, 

and 1-D CA rules to significantly bolster image encryption. The model is comprised of three core 

components: the plain image, a key image, and the resulting encrypted image. In this model, the original 

image, with dimensions 𝑚 × 𝑛 (where 𝑚 and 𝑛 may either be equivalent or distinct), is initially processed to 

generate a key image through a 2-D logistic map. The key image is then transformed into DNA codons and 

used to scramble the original image by exploiting the confusion property during the initial phase. To further 

intensify randomness and security, 1-D CA rules are applied to iterate the image pixels during the encryption 

process. To ensure the integrity of both the key image and the encrypted image during transmission, Reed-

Solomon codes are meticulously integrated. These codes effectively detect and rectify transmission errors, 

thereby safeguarding the data’s reliability. After Reed-Solomon codes is applied, both the key image and the 

encrypted image are encrypted using the receiver’s public key, ensuring robust confidentiality throughout the 

transmission. This encryption strategy guarantees superior security and significantly enhances the resilience 

of the proposed model throughout the process. 

 

3.1.  Key generation process 

The key image generation process employs both the SHA-256 hash function and the 2-D logistic 

map to ensure robust security throughout [38]. By leveraging the cryptographic strength of SHA-256 and the 

unpredictability of chaotic systems, the generated key image is obfuscated and protected against unauthorized 

access. The process commences with a plain image of dimensions 𝑚 ×  𝑛. The SHA-256 hash function [39], 

renowned for its cryptographic resilience and consistent output size, is exploited to derive a 256-bit hash 

from the plain image. This hash is transmuted into a binary string and segmented into four 64-bit portions, 

denoted as 𝐵 =  (𝑏1, 𝑏2, 𝑏3, 𝑏4). The binary string segments undergo additional obfuscation through key 

expansion, dispersing entropy across the key image to fortify its randomness. The initial parameters for the  

2-D logistic map are determined as follows, 𝑥0 is acquired by converting 𝑏1 from binary to decimal and 

subsequently scaling it by 10−64; 𝑦0 is similarly derived from 𝑏2 and 𝑧0 is ascertained as the mean of the 

decimal conversions of 𝑏3 and 𝑏4, also scaled by 10−64. To ensure an optimally complex chaotic sequence, 

the 2-D logistic map is iterated up to [(𝑚 ×  𝑛) 𝑚𝑜𝑑 13 +  10] times. This dynamic iteration count, based on 

the image size, balances chaotic intricacy with computational efficiency. The resulting chaotic sequence is 

mapped to pixel values, culminating in a key image that precisely aligns with the dimensions of the original 

image. This key image is pivotal to the encryption process, offering robust security and resilience against 

attacks while ensuring the data’s protection in Algorithm 1. 

 

Algorithm 1. Key image generation 
Input: Original Images 𝐼 with dimensions 𝑚 × 𝑛 
Output: Key Image 𝐾 with dimensions 𝑚 × 𝑛 
1. Consider the image 𝐼 as input 
2. Compute SHA-256 hash 

● Hash =SHA-256 (𝐼), where Hash is a 256-bit binary sequence 
3. Extract Hash Segments 

● 𝐵 = (𝑏1, 𝑏2, 𝑏3, 𝑏4), where 𝑏𝑖 are the 64-bit segments of Hash 

4. Initialize 2-D Logistic Map Parameters 

• 𝑥0 = 𝐷𝑒𝑐(𝑏1) × 10−64 

• 𝑦0 = 𝐷𝑒𝑐(𝑏2) × 10−64 

• 𝑧0 = (
𝐷𝑒𝑐(𝑏3)+𝐷𝑒𝑐(𝑏4)

2
) × 10−64 
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5. Determine Iteration Count 

• To ensure chaotic behavior, the number of iterations 𝑖 is 
❖ 𝑖 = [(𝑚 × 𝑛)𝑚𝑜𝑑13] + 10 

6. Iterate 2D Logistic Map 

• For 𝑛 = 0 𝑡𝑜 𝑖 

❖ 𝑥𝑛+1 = 𝑟 ⋅ 𝑥𝑛 ⋅ (1 − 𝑥𝑛) + 𝑧0 

❖ 𝑦𝑛+1 = 𝑟 ⋅ 𝑦𝑛 ⋅ (1 − 𝑦𝑛) + 𝑧0 

Where, 𝑟 = 3.999 is the logistic map parameter and 𝑧0 is the perturbation factor 

 

7. Map Chaotic Sequence to pixel values 

• For pixel (𝑖, 𝑗) 
❖ 𝐾(𝑖, 𝑗) = [255 × (𝑥𝑛𝑚𝑜𝑑1)] 

8. Resultant key image 𝐾 of size 𝑚 × 𝑛 

 

3.2.  Encryption and decryption 

The encryption procedure initiates with the plain image 𝐼 and the key image 𝐾, both of dimensions 

𝑚 × 𝑛. Each pixel is transformed into binary sequences 𝐼𝑏  and 𝐾𝑏, which are then encoded into DNA 

sequences 𝐼𝐷𝑁𝐴 and 𝐾𝐷𝑁𝐴 using a sophisticated DNA mapping. This encoding process provides a further 

level of complexity and randomness by translating each 2-bit binary data into nucleotide sequences. An XOR 

operation is subsequently performed between 𝐼𝐷𝑁𝐴 and 𝐾𝐷𝑁𝐴, resulting in the fused DNA sequence 𝐸𝐷𝑁𝐴 by 

employing the XOR table from Table 1, which merges data from both images to enhance security. The 

sequence 𝐸𝐷𝑁𝐴 is then decoded back into binary form as 𝐸𝑏  and partitioned into eight segments. Each 

segment undergoes processing through CA rules (30, 153, 90, 165, 86, 105, 101, and 150) for [(𝑚 ×
𝑛)𝑚𝑜𝑑13 + 10] iterations, introducing significant complexity and chaotic behavior that strengthen the 

encryption. This iterative CA processing ensures that even minor variations in the input result in substantial 

alterations in the output, thus enhancing the encryption’s robustness. Finally, the processed binary sequence 

𝐸𝐶𝐴 is converted back into pixel values, resulting in the encrypted image 𝐸 with dimensions 𝑚 × 𝑛. To 

reverse the process, the encrypted image 𝐸 is decoded by applying the inverse CA rules, followed by 

performing an XOR with the key image 𝐾. The final output is then decoded from DNA sequences back to 

binary form, accurately reconstructing the original image 𝐼 of size 𝑚 × 𝑛. This multi-faceted encryption 

strategy comprising binary conversion, DNA encoding, XOR operation, and CA processing ensures a high 

degree of resilience and security in Algorithm 2. Figure 2 outlines the workflow of the proposed method. 

 

Algorithm 2. Encryption algorithm 
Input: Plain Image 𝐼 with dimension 𝑚 × 𝑛; Key Image 𝐾 with dimension 𝑚 × 𝑛 
Output: Encrypted Image 𝐸 with dimensions 𝑚 × 𝑛 
1. Consider the images 𝐼 and 𝐾 as input 

2. Convert each pixel in 𝐼 and 𝐾 to their binary representations 𝐼𝑏 and 𝐾𝑏 

3. Encode 𝐼𝑏 and 𝐾𝑏 into DNA sequences 𝐼𝐷𝑁𝐴 and 𝐾𝐷𝑁𝐴 

4. Compute the XOR operation of 𝐼𝐷𝑁𝐴 and 𝐾𝐷𝑁𝐴 to obtain 𝐸𝐷𝑁𝐴 using Table 1 

5. Decode the DNA sequence 𝐸𝐷𝑁𝐴 back to binary sequence 𝐸𝑏 by inverse DNA encoding 

6. CA Processing 

• Divide 𝐸𝑏 into eight segments 𝑛1, 𝑛2, … , 𝑛𝑠each containing 
|𝐸𝑏|

8
 bits 

• Iterate each segment 𝑛1 through 𝑛8 using CA Rules 30, 86, 90, 101, 105, 150, 153 and 

165 respectively for [(𝑚 × 𝑛)𝑚𝑜𝑑13 + 10] iterations. 

• Combine the processed segments to form the refined binary sequence 𝐸𝐶𝐴 

7. Transform 𝐸𝐶𝐴 into pixel values to generate the encrypted image 𝐸 
8. Resultant encrypted image 𝐸 of size 𝑚 × 𝑛 

 

 

 
 

Figure 2. Workflow of the proposed scheme 
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4. RESULTS AND DISCUSSIONS  

This section outlines a series of experiments to evaluate the performance metrics of the proposed 

encryption approach using high-resolution RGB images. Three different images were utilized: (a) Lena, (b) 

Airplane, and (c) Splash, each measuring 512×512 pixels. These images were sourced from the University of 

Waterloo Image Repository [40], and the evaluations were conducted using MATLAB on a Dell laptop 

equipped with a 12th-generation Intel Core i5 processor and a 128 GB SSD. The outcomes of the experiments 

will be presented in the following sections. 

a) Statistical analysis: an ideal encryption method should resist statistical attacks by maintaining an even 

distribution of grayscale values in histograms and ensuring low correlations among neighboring pixels. 

Table 3 shows that the encrypted images of the proposed scheme display smoother and more evenly 

distributed patterns, enhancing the robustness of the proposed technique, and Table 4 assesses the 

correlation in the proposed model by randomly considering 3,000 pairs of neighboring pixels in the 

encrypted images. The results show that the values are approximately zero, indicating minimal 

relationship between the plain and encrypted images and demonstrating the model's effectiveness. 

b) Analysis of information entropy: entropy analysis evaluates the randomness of pixel values in an encrypted 

image, with a value approaching 8 indicating superior encryption and reflecting maximal uncertainty. 

c) Analysis of avalanche effect: the avalanche effect in image encryption ensures that minor modifications 

in the original or key image cause extensive, unpredictable changes in the encrypted image, enhancing 

security. NPCR measures the proportion of pixel changes, while UACI evaluates the mean intensity 

variation between two cipher images due to slight modifications. 

d) Analysis of pixel disparity: pixel disparity analysis evaluates discrepancies between plain and cipher 

images, which is crucial for assessing encryption efficacy and is measured using two metrics: mean 

squared error (MSE), which quantifies the average squared differences between corresponding pixels, 

and peak signal-to-noise ratio (PSNR), which measures the ratio of the optimal pixel value to the MSE. 

The evaluations for tests 2 to 4, encompassing entropy, NPCR, UACI, MSE, and PSNR for the 

proposed model, have been rigorously compared against existing image encryption techniques, as detailed in 

Table 5. The proposed model exhibits exceptionally high entropy, indicative of robust encryption 

randomness, while its UACI and NPCR metrics reflect a strong avalanche effect. Furthermore, the model's 

MSE and PSNR values demonstrate a balance between encryption strength and minimal degradation in 

image quality. Consequently, Table 5 highlights that the proposed scheme excels across all these metrics, 

surpassing the performance of other models. 

 

 

Table 3. Histogram analysis of the proposed scheme 
Original images Encrypted images Histogram of original images Histogram of encrypted images 
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Table 4. Analysis of correlation coefficient among adjacent pixels 
Image Horizontal Vertical Diagonal 

Lena 0.0063 0.0051 -0.0005 
Airplane 0.0017 -0.0024 0.0009 

Splash 0.0049 0.0034 -0.0021 

 
 

Table 5. Comparative analysis of entropy, NPCR, UACI, MSE, and PSNR 
Test Images Proposed Ref [20] Ref [27] Ref [24] Ref [21] Ref [28] 

Entropy Lena 7.9987 7.9858 7.9875 7.8457 7.9964 7.9913 

Airplane 7.9991 7.9702 7.9736 7.7965 7.9979 7.9935 
Splash 7.9983 7.9494 7.8923 7.6820 7.9975 7.9921 

NPCR Lena 99.5285 97.5261 98.2731 99.2197 98.5326 98.4663 

Airplane 99.3694 96.4862 99.1564 98.0382 98.9258 99.1435 
Splash 99.5987 96.9136 99.2955 98.7936 98.3260 99.5347 

UACI Lena 37.7956 34.9351 29.4738 33.9375 36.5789 34.6453 

Airplane 36.8363 35.2673 32.7957 39.9824 35.8221 34.8235 

Splash 39.3737 35.9368 33.9614 35.5683 37.2615 35.2867 

MSE Lena 90.95 84.91 87.37 89.12 88.28 87.26 

Airplane 95.78 89.38 94.91 92.48 91.79 86.33 
Splash 93.93 92.17 92.52 97.31 91.42 85.78 

PSNR Lena 34.58 27.38 33.72 30.22 28.54 29.37 
Airplane 33.93 32.17 28.35 29.93 26.30 31.84 

Splash 34.81 28.49 35.84 32.16 27.47 32.93 

 

 

5. CONCLUSION 

Based on the experimental results, the proposed scheme demonstrates promising outcomes through 

the integration of DNA cryptography, a 2-D logistic map, and CA rules for real-time image encryption and 

decryption. The analysis of three distinct images revealed robust performance across statistical, entropy, 

avalanche, and pixel disparity metrics, with optimal entropy results near 7.99, an average NPCR of 99.49, 

UACI of 38.00, PSNR of 25.57, and MSE of 81.58, underscoring its strength and effectiveness. To ensure 

data integrity, Reed-Solomon codes were applied to both the key and cipher images, preventing 

retransmission and maintaining confidentiality through encryption using the receiver's public key. However, 

while the proposed model demonstrates superior efficacy in encrypting RGB images, future work will aim to 

adapt it for the simultaneous encryption of multiple images, assess its resilience against noise perturbations, 

and integrate quantum cryptography to further enhance security. 
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