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 Colorectal cancer (CRC) is the third most popular cancer across the world. Its 
morbidity and death are reduced by early screening and detection. The 

screening outcomes are enhanced by computer-aided detection (CAD) and 
artificial intelligence (AI) in screening models. Contemporary imaging 
technologies such as near-infrared (NIR) fluorescence and optical coherence 
tomography (OCT) are implemented to identify the early-phase CRC of the 
gastrointestinal tract (GI tract) via the identification of morphological and 
microvasculature changes. Most recently, deep learning (DL)-based 
approaches have been used directly on raw data. Nevertheless, they are 
hampered by biomedical data deficiency. These studies can enhance 
metaheuristic optimization using the transfer learning to detect colorectal 

cancer successfully (MHOTL-ECRCD). The MHOTL-ECRCD method 
concentrates on biomedical imaging of CRC categorization and detection. 
MHOTL-ECRCD minimizes noise through the process of adaptive bilateral 
filtering (ABF). In MHOTL-ECRCD methodology, Inception-ResNet-V2 is 
adopted to learn the inherent and complicated image preprocessing features 
thus used during feature extraction. To classify CRC and detect it, the gated 
recurrent unit (GRU) approach is applied. Lastly, parameters of the GRU 
model are optimized with a human evolutionary algorithm. Good classification 

results of MHOTL-ECRCD are demonstrated by a number of benchmark 
dataset trials. MHOTL-ECRCD technology superseded the recent techniques 
as large volumes of comparison were made. 
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1. INTRODUCTION 

Global cancer data from 2018 showed that the occurrence of colorectal cancer (CRC) ranked highest 

later breast and lung cancer, and globally, it represents almost 10% per annum cancer patients amongst either 
men or women [1]. While people aged 65 years and above maximum number of victims of these disorders, 

the danger of young patients is equally important, with the maximum possibility because of heredity (35%) 

followed by other reasons like poor nutritional habits, smoking, and obesity [2]. This rate shows no 

development toward failure but instead is predicted to improve by more than 60% in the following years, 

with more than two million newly diagnosed and over a million demises by the next several years. 

https://creativecommons.org/licenses/by-sa/4.0/
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Consequently, been an observed requirement for developing an optimum diagnosis tactic for the earlier and 

more accurate recognition of CRC patients [3]. The present performance and treatment of CRC depends on 

conventional imaging techniques; namely computed tomography (CT), magnetic resonance imaging (MRI), 

positron emission tomography (PET), optical coherence tomography (OCT), and conventional colonoscopy 

[4]. The current model for CRC screening is colonoscopy, which is based exclusively on the doctor’s 

experience and judgment. During colonoscopy, the gained abnormal tissue should be propelled for 

pathological inspection for diagnosing the diseases. In addition, colonoscopy, the above-mentioned MRI, 
PET, and CT are the traditional diagnostic imaging conditions for CRC detection [5]. OCT provides 

micrometer resolution and is verified to be best for cancer imaging. Nevertheless, it has restrictions owing to 

annoying higher optical scattering within the tissue [6]. CT is a non-invasive technology and offers 3D 

tomographic images of the complete colon. CT has been improved at detecting small lesions (lower than 1 

cm in size) in comparison with MRI [7]. 

The improvement of computer-aided detection (CAD) methods for CRC is dated from the classic 

approaches, which need composite a deductive mathematics knowledge developed machine learning (ML)-

based techniques, which are capable of performing above human accuracy levels [8]. Even though cancer 

analysis with deep learning (DL) is a most prevalent interest area within the medical imaging sector, wide-

ranging literature assessments covering different features of CRC diagnosis and prediction using new DL 

models are always limited. The present reviews limited surveys depending on different categories of 

convenient standard CRC imaging datasets [9]. Additionally, in a limited period, there have been ample new 
investigations and discoveries from DL-based CRC diagnosing. An appropriate analysis of these modern 

outcomes regarding adapted data pre-processing approaches has been required, and the techniques requested 

are to be advanced to facilitate future investigators and researchers in this domain [10]. CRC ranks as the 

third most diagnosed cancer globally, leading to significant morbidity and mortality. Early detection through 

effective screening is critical for improving patient outcomes. However, the current screening methods often 

face challenges such as variability in detection rates, reliance on human interpretation, and limitations in 

imaging techniques. The integration of advanced technologies such as CAD and artificial intelligence (AI) 

has shown promise in enhancing CRC screening outcomes. Nonetheless, the utility of these technologies is 

hindered by the scarcity of annotated data in the biomedical field, necessitating the development of more 

efficient detection techniques that can leverage existing data effectively. 

These studies grow a metaheuristic optimization with transfer learning for efficient colorectal 
carcinoma detection (MHOTL-ECRCD) technique. In the MHOTL-ECRCD technique, the adaptive bilateral 

filtering (ABF) model is used for noise reduction. For feature extraction, the MHOTL-ECRCD technique 

applies the Inception-ResNet-V2 method for learning the intrinsic and complex features of the image 

preprocessing. Moreover, the gated recurrent unit (GRU) technique is used for the classification and 

detection of the CRC. Finally, the parameter tuning of the GRU technique is performed by the use of a 

human evolutionary optimization algorithm (HEOA). To demonstrate the good classification outcome of the 

MHOTL-ECRCD technology, a broad variety of experiments occurs from the benchmark dataset.  

 

 

2. LITERATURE SURVEY 

Peng and Deng [11] present a CRC monitoring and diagnosis background, then execute a scientific 
study on the medical imaging AI of CRC monitoring and diagnosis and ML, and lastly outline it together 

with the innovative computing intelligence method for the application of safe medical imaging. Oswald et al. 

[12] created a new fluorescence excitation-HSI method for spectroscopic data and model images 

concurrently over the platform of endoscope and microscope to improve the possibility of diagnosis. 

Regrettably, fluorescence excitation scanning HSI datasets present the main challenges for processing the 

data, classification, and interpretability owing to their higher dimension. The advanced AI method can 

execute the recent classification of HSI with classification performance/various speed balances by modifying 

the dataset dimensionality, assisting various DL model dimensions, and changing the DL model structure. 

Tang et al. [13] present a novel technique named MGCNet that uses multi-series MRI to predict 1-year 

recurrence-free and recurrence existence in patients afterward the resection of CRLM. In redundancy and 

complexity light of features in the liver area, the author created the multi-modal managed local feature fusion 

component to use the feature of cancer to lead the dynamic fusion of prognostically related local features in 
the liver. Alternatively, to resolve the spatial data loss in the fusion of multi-sequence MRI, the cross-modal 

corresponding exterior attention unit created an exterior mask division to create the correlation of inter-layer.  

Zidan et al. [14] present a new technique called the SwinCup method for histopathology image 

segmentation. The author utilizes a hierarchical Swin transformer with shifted windows as encoding for 

extracting the context features globally. The multi-scale feature extraction in a Swin transformer allows the 

method to assist the various regions within the image at various scales. A cascaded-up sampling decoding is 
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utilized by an encoding to enhance its feature aggregation. Lavinia and Sahafi [15] introduce an AI-based 

polyp detection method utilizing the YOLO-V8 system. To perform extensive evaluations, a diverse dataset 

was created from many freely accessible resources. It exceeded additional advanced methods regarding the 

precision of mean average. YOLO-V8 s presented an offset among computational and precision efficacy. Our 

study offers useful information for developing the polyp recognition and gives to the development of CAD 

for CRC. 
Muneer et al. [16] presented 2 methods, radiomic-based support vector machine (SVM) and a DL 

method to identify various kinds of cells in CRC utilizing pathological images. In initial method, the features 

of radiomics have been removed from the HI and SVM utilized for the CRC classification. The next method 

extracted the features of DL and identified the CRC by utilizing Res-Net-18. The research used a dataset of 

5000 CRC pathological images, with 8 cell class labels to be identified. Sabol et al. [17] introduced an 

explainable classifier for making decision support for clinical assessment. The presented method does not 

offer a description regarding the connection between the decisions and the input, nevertheless provides a 

human-friendly clarification regarding the decision plausibility. CFCMC describes its decisions in 3 

techniques: over a semantical description regarding the misclassification possibilities, presenting the training 

instances answerable for a particular prediction, and presenting training instances from differing class labels. 

In this study, the author describes the numerical architecture of the classification that is not intended to be 

utilized as a completely automatic diagnosis device but as a helping method for medical professionals. The 
contributions of the MHOTL-ECRCD technique are as follows: 

 Enhanced detection and classification: the technique significantly improves the classification and detection 

of CRC through advanced methodologies, leading to better screening outcomes. 

 Noise reduction: by incorporating the ABF model, the technique effectively reduces noise in biomedical 

imaging, which is crucial for accurate diagnosis. 

 Feature extraction: the use of the Inception-ResNet-V2 method for feature extraction allows for the 

learning of intrinsic and complex features from images, enhancing the model's ability to identify CRC 

in its early stages. 

 Application of advanced algorithms: the integration of GRU techniques for classification and detection 

provides a robust framework for handling the complexities of CRC detection. 

 Parameter optimization: the implementation of a HEOA for parameter tuning of the GRU model ensures 

optimal performance and accuracy in classification tasks. 

 Benchmarking and validation: the extensive experiments conducted on benchmark datasets validate the 

effectiveness of the MHOTL-ECRCD technique, demonstrating its superiority over recent methods in 

terms of classification outcomes. 

 Contribution to biomedical imaging: this work advances the field of biomedical imaging by combining 

CAD and AI, paving the way for future research and development in CRC screening technologies. 

 Potential for broader applications: the methodologies developed can potentially be adapted for other 

types of cancers or medical imaging challenges, broadening the impact of this research beyond CRC.  

 

 

3. METHOD 
In this article, we have advanced a new MHOTL-ECRCD technique. The MHOTL-ECRCD 

technology mostly concentrates on the classification and detection of CRC utilizing biomedical imaging. It 

contains four various kinds of stages involving image preprocessing, feature extraction, classification, and 

parameter selection are demonstrated in Figure 1. 

 

3.1.  Stage I: image preprocessing  

Initially, the MHOTL-ECRCD technique takes place ABF model is used for the noise reduction. ABF 

is a great technology for improving biological images, mostly in the CRC detection context [18]. Utilizing the 

intensity and spatial image information, these methods efficiently smooth areas of related intensities while 

protecting the edges that are serious in detecting cancerous tissues. The flexible nature of the filter permits it to 

adjust the filter parameters dynamically depending on the characteristics of a local image, guaranteeing that 
significant features are preserved. These methods can considerably increase the clarity and contrast of colorectal 

images, making it easy for medical specialists to diagnose and detect cancerous developments. Eventually, ABF 

improves diagnostic accuracy and assists in improved medical results in CRC screening. 

 

3.2.  Stage II: feature extraction 

For feature extraction, the MHOTL-ECRCD technique applies the Inception-ResNet-V2 method for 

learning the intrinsic and complex features from the image preprocessing. The benefit of the 

InceptionResNet‐v2 architecture model is its capacity to recognize objects with greater precision and handle 
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unstructured data by related feature extraction from images using convolution [19]. Whereas convolution 

implementation image extraction to gain a method in the kernel matrix form. During this process, filtration 

can be performed that moves with a particular “step value” on an image input. Our implementation of 

expression at the parameter value regulates how much filter transfers in the input image. Additionally, the 

convolution results became inputs for the fully connected elements for the process of classification. 

The InceptionResNetV2 architecture joins initial and residual connection techniques to increase 

performance. This hybrid model permits the network to take benefit of the assistances of both methods, 
comprising quicker times of training and preventing disappearing gradient problems. Residual connections 

also permit the network to pass over several layers throughout training. Additionally, InceptionResNetV2 

utilizes a dual‐sized kernel in a particular layer to draw patterns with different hierarchical, which also 

increases the network’s capability to capture features of different complexities. This Inception‐ResNetV2 

method has various blocks, which have rectified linear unit (ReLU) activation functions, convolutional 

layers, ResNet, filter merging, and the original structure. The unique design of the Inception‐ResNetV2 

technique and the efficient filter usage has resulted in inspiring outcomes in the medicinal imaging classification 

task. Therefore, we utilized the Inception‐ResNetV2 pre‐trained approach as the basis for this paper. 

The Inception‐ResNet‐v2 model has been regularly applied for CT‐scan image classification 

because of its capability to extract significant features from healthcare images. This DL architecture 

associations two renowned methods such as ResNet and Inception. The Inception model outshines feature 

extraction at numerous scales, whereas ResNet efficiently responds to the vanishing gradients problem during 
training. The Inception‐ResNet‐v2 model has been designed to overwhelm the limitations of these two 

method and attain higher accuracy in tasks of image classification. Furthermore, these approaches are real in 

controlling larger datasets and decreasing computational time. 
 
 

 
 

Figure 1. Workflow of MHOTL-ECRCD technique 
 
 

3.3.  Stage III: CRC detection using GRU 

At this stage, the GRU method is used for the classification and detection of the CRC. GRU is an 

advanced recurrent neural network (RNN) architecture [20]. Like the RNN growths, GRU contains the 

capacity to deal with gradient exploding and vanishing gradient difficulties. A vanishing gradient follows 

after the computed gradient turns into so smaller since the GRU architecture is so intricate that the gradient 

should get over longer sequences. In the meantime, the gradient explodes while the gradient grows 

progressively larger which causes the process of training to be lengthened. GRU has small parameters and 

weights, hence the time requisite in the process of training should be quicker and give a smaller value of 

error. GRU has greater performance on serial complications, with image classification, natural language 
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processing (NLP), and prediction of time-sequence. GRU possesses dual gates such as the reset and the 

update gates. The update gate can be employed to define several previous pieces of information that will 

remain saved and recollect novel information. Whereas the reset gate is applied to associate original input 

and previous information and decide whether the innovative information will be forgotten or not. Figure 2 

represents the structure of GRU. 

The procedure within the GRU gated architecture begins by joining the hidden layer (HL) at the 

earlier time (ℎ𝑡−1) as well as input value at time 𝑡(𝑥𝑡) to make the value of output (𝑦𝑡). These formulations 

of the GRU-gated framework have been expressed below: 
 

𝑧𝑡 = 𝑅𝑒𝐿𝑈(𝑊𝑧 [ℎ𝑡−1, 𝑥𝑡]) (1) 
 

𝑟𝑡 = 𝑅𝑒𝐿𝑈(𝑊𝑟 [ℎ𝑡−1, 𝑥𝑡]) (2) 
 

ℎ̃𝑡 = 𝑅𝑒𝐿𝑈(𝑊ℎ̃ ⋅ (𝑟𝑡 ∗ ℎ𝑡−1, 𝑥𝑡)) (3) 

 

ℎ̃𝑡 = 𝑅𝑒𝐿𝑈(𝑊ℎ̃ ⋅ (𝑟𝑡 ∗ ℎ𝑡−1, 𝑥𝑡)) (4) 

 

ℎ𝑡 = (1 − 𝑧𝑡) ∗ ℎ𝑡−1 + 𝑧𝜏 ∗ ℎ̃𝑡  (5) 
 

𝑦𝑡 = 𝑅𝑒𝐿𝑈(𝑊𝑜 ⋅ ℎ𝑡) (6) 
 

whereas, 𝑧𝑡: updated gate, 𝑟𝑡: gate of reset, ℎ̃𝑡: candidate HL, ℎ𝑡−1: HL on the earlier time, ℎ𝑡: the present 

upgraded HL, 𝑊𝑧: weighted matrix on an updated gate, 𝑊𝑟: weighted matrix on the gate of reset, 𝑊ℎ̃: 

weighted matrix on candidate HL, 𝑊𝑜: weighted matrix of input values at a timing 𝑡, 𝑥𝑡: input at a timing 𝑡, 

and 𝑦𝑡: output as of the time 𝑡. 
According to the formulations of the gated GRU architecture, there is an equations of updated gate 

𝑧𝑡, gated reset 𝑟𝑡 , candidate HL ℎ̃𝑡, HL ℎ𝑡, and output 𝑦𝑡. During formulations 𝑧𝑡 and 𝑟𝑡 , [ℎ𝑡−1, 𝑥𝑡] represent 

vector concatenation ℎ𝑡−1 and𝑥𝑡 vector. 𝑥𝑡 the vector contains a size of 𝑛 by the vector form 𝑥𝑡 stands 

[𝑥1, 𝑥2, … , 𝑥𝑛]. ℎ𝑡−1 a vector as magnitude 𝑚 using the vector form ℎ𝑡−1 is [ℎ1, ℎ2, ℎ3, … , ℎ𝑚]. This complex 

vector [ℎ𝑡−1, 𝑥𝑡] indefinite size 𝑚 + 𝑛 by the form [ℎ1, ℎ2, ℎ3, … , ℎ𝑚 , 𝑥1, 𝑥2, … , 𝑥𝑛]. 𝑊𝑍 , 𝑊𝑟 , 𝑊ℎ̃, and 𝑊𝑜 

signifies weighted matrices by the updated gate, gate of reset, candidate HL, and output with size (𝑢, 𝑚 + 𝑛). 

The 𝑢 value represents the neuron-numbered elements of the GRU structure, whereas 𝑚 and 𝑛 denote vector 

magnitude ℎ𝑡−1 andxt. ∙ characterizes the operation of matrix multiplication. This symbol ∗ signifies the 

element-to-element operation of multiplication that can be a mathematical process among two matrices or 

vectors where every component at the equivalent location is multiplied by one another. 
 
 

 
 

Figure 2. GRU architecture 
 

 

3.4.  Stage IV: parameter selection  
Finally, the parameter tuning of the GRU approach can be made by the use of HEOA. The HEOA is 

a meta-heuristic technique, which is stimulated by human development [21]. HEOA splits the global search 

method into dual different stages such as human development and human exploration. Use logical chaos map 
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for initialization. Separating the optimization stage into phases of human exploration and development, the 

early global search was executed in the initial stage. Its mathematical expression is exposed in (7): 
 

𝑋𝑖
𝑡+1 = 𝛽 (1 −

𝑡

Max𝑖𝑖𝑒𝑟

) (𝑋𝑖
𝑡 − 𝑋𝑏𝑒𝑠𝑡)𝐿𝑒𝑣𝑦(dim) + 

𝑋𝑏𝑒𝑠𝑡 (1 −
𝑡

Max𝑖𝑡𝑒𝑟
) + (𝑋𝑚𝑒𝑎𝑛

𝑡 − 𝑋𝑏𝑒𝑠𝑡)𝑓𝑙𝑜𝑜𝑟 (
𝑟𝑎𝑛𝑑

𝑖𝑢𝑚𝑝
) 𝑗𝑢𝑚𝑝 (7) 

 

whereas, 𝛽 refers to function of adaptive, and dim represents the problem dimension. 𝑋𝑖
𝑡 signifies the present 

location, while 𝑋𝑖
𝑡+1 means the location of the subsequent update. 𝑋𝑏𝑒𝑠𝑡  relates to the finest location 

discovered so far, and 𝑋𝑚𝑒𝑎𝑛
𝑡  denotes the average location in the present population. 𝐿𝑒𝑣𝑦 signifies the Levy 

distribution, and 𝑓𝑗𝑢𝑚𝑝 is the coefficient of jump. 

In the 2nd stage, the population is classified into leaders, losers, explorers, and followers, utilizing a 

dissimilar searching tactic. The numerical formulation of the leader was definite in (8). 
 

𝑋𝑖
𝑡+1 = {

𝜔𝑋𝑖
𝑡exp (

−𝑡

𝑟𝑎𝑛𝑑𝑛⋅Max𝑖𝑡𝑒𝑟
) , 𝑅 < 𝐴

𝜔𝑋𝑖
𝑡 + 𝑅𝑛 ⋅ 𝑜𝑛𝑒𝑠(1, 𝑑𝑖𝑚), 𝑅 ≥ 𝐴

 (8) 

 

Here, 𝑟𝑎𝑛𝑑𝑛 is a randomly produced number in the interval of [0,1]. The function ones (1, 𝑑𝑖𝑚) produces a 

rowed vector, whereas every element can be fixed to 1. 𝑅𝑛 means a randomly generated value that signifies the 

intricacy of the condition linked with the leaders. 𝐴 = 0.6 represents the calculation state value. The knowledge 

acquisition alleviates co-efficient is signified as 𝜔, which slowly declines the progress of development. 

HEOA is an effective search function, but its transition method amongst dual phases is very easy 

and could be improved further. The evolutionary ways of dissimilar phases of human evolution must be 

diverse and complex, therefore this study accepts the lens opposition‐based learning to increase the learning 

capability and complexity of the transition method. While 𝑥 takes 0 as the baseline point for getting its 

equivalent opposite point 𝑥∗ that could be gained from standard lens imaging. Assume 𝑘 = ℎ/ℎ∗ for 

obtaining (9) depends upon lens opposition‐based learning. 
 

𝑋𝑖
∗ = (𝑘 + 1)(𝑎𝑖 + 𝑏𝑖)/2𝑘 + 𝑋𝑖/𝑘  (9) 

 

Here, 𝑋𝑖 denotes original location and 𝑋𝑖
∗ means opposite solution. 𝑏𝑖 and 𝑎𝑖 represents least and highest 

limits within the space of searching. Every enhanced position by the HEOA is enlarged utilizing (9) to 

increase the searchability. The HEOA progresses a fitness function (FF) for reaching superior performance of 

classification. It states a positive integer to illustrate the better performance of the candidate solutions. In this 

article, the classification rate of error minimization can be determined for FF, as specified in (10).  
 

𝑓𝑖𝑡𝑛𝑒𝑠𝑠(𝑥𝑖) = 𝐶𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑒𝑟𝐸𝑟𝑟𝑜𝑟𝑅𝑎𝑡𝑒(𝑥𝑖)  

=
𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑚𝑖𝑠𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑒𝑑 𝑠𝑎𝑚𝑝𝑙𝑒𝑠

𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑠𝑎𝑚𝑝𝑙𝑒𝑠
∗ 100 (10) 

 

 

4. RESULT ANALYSIS AND DISCUSSION 

In this article, the performance validation analysis of the MHOTL-ECRCD technique is examined 

with Warwick-QU database [22], [23]. The dataset contains 165 instances with two class labels described in 
Table 1. Figure 3 presents the classification results of the MHOTL-ECRCD technique from the test database. 

Figures 3(a) and (b) exhibitions the confusion matrix using correct identification and classification of each 2 

class labels on a 70:30 TRAP/TESP. Figure 3(c) illustrates the study of PR, demonstrating higher values 

across each class. At last, Figure 3(d) explains the investigation of ROC, portraying efficient results with 

higher ROC values for various classes. 
 
 

Table 1. Details of dataset 
Classes Image count 

Benign tumor 74 

Malignant tumor 91 

Total images 165 

 
 

In Table 2, the CRC detection results of MHOTL-ECRCD technique under 70%TRAP and 

30%TESP are clearly defined. The outcomes implied that the MHOTL-ECRCD model has correctly 
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identified two class labels. With 70%TRAP, the MHOTL-ECRCD approach offers average 𝑎𝑐𝑐𝑢𝑦 of 

95.72%, 𝑝𝑟𝑒𝑐𝑛 of 95.72%, 𝑠𝑒𝑛𝑠𝑦 of 95.72%, 𝑠𝑝𝑒𝑐𝑦 of 95.72%, 𝐹1𝑠𝑐𝑜𝑟𝑒  of 95.65%, and MCC of 91.43%. In 

addition, with 30%TESP, the MHOTL-ECRCD approach offers average 𝑎𝑐𝑐𝑢𝑦  of 95.66%, 𝑝𝑟𝑒𝑐𝑛 of 95.66%, 

𝑠𝑒𝑛𝑠𝑦 of 95.66%, 𝑠𝑝𝑒𝑐𝑦 of 95.66%, 𝐹1𝑠𝑐𝑜𝑟𝑒  of 95.66%, and MCC of 91.32%.  

 

 

  
(a) (b) 

  

  
(c) (d) 

 

Figure 3. Classifier outcomes of: (a), (b) confusion matrices and (c), (d) curves of PR and ROC 

 

 

Table 2. CRC detection outcome of MHOTL-ECRCD technique under 70%TRAP and 30%TESP  
Class 𝐴𝑐𝑐𝑢𝑦 𝑃𝑟𝑒𝑐𝑛 𝑆𝑒𝑛𝑠𝑦 𝑆𝑝𝑒𝑐𝑦 𝐹1𝑆𝑐𝑜𝑟𝑒 MCC 

TRAP (70%) 
Benign tumor 98.21 93.22 98.21 93.22 95.65 91.43 

Malignant tumor 93.22 98.21 93.22 98.21 95.65 91.43 

Average 95.72 95.72 95.72 95.72 95.65 91.43 

TESP (30%) 

Benign tumor 94.44 94.44 94.44 96.88 94.44 91.32 

Malignant tumor 96.88 96.88 96.88 94.44 96.88 91.32 

Average 95.66 95.66 95.66 95.66 95.66 91.32 

 

 

In Figure 4, the training and validation accuracy results from the MHOTL-ECRCD approach are 
stated. The accuracy outcomes are calculated for 0-25 number of epochs. The figure emphasized that the 

training and validation accuracy outcomes display a growing tendency that state the capability of the 

MHOTL-ECRCD approach through enhanced values across different numbers of iterations. Moreover, the 

training and validation accuracy stays nearer across the number of epochs that designate lower minimal 

overfitting and demonstrate the higher outcomes of the MHOTL-ECRCD technique, assuring continual 

prediction on unseen instances. 

In Figure 5, the training loss and validation loss graph from the MHOTL-ECRCD methodology is 

exhibited. The loss results are calculated for 0-25 number of epochs. It is depicted that the training and 

validation accuracy outcomes indicate a decreasing tendency, which reported the capability of the MHOTL-

ECRCD approach in balancing a trade-off between data fitting and generalization. The steady decrease in 

loss results additionally assurances the greater values of the MHOTL-ECRCD system and tunes the 
prediction performance over the period. To establish the ability of the MHOTL-ECRCD methodology, a 

comprehensive comparative analysis is completed in Table 3 [24], [25]. 
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Figure 4. 𝐴𝑐𝑐𝑢𝑦 curve of the MHOTL-ECRCD technique 

 
 

 
 

Figure 5. Loss curve of the MHOTL-ECRCD technique 
 
 

Table 3. Comparative analysis of MHOTL-ECRCD technique with existing approaches  
Methodology 𝐴𝑐𝑐𝑢𝑦 𝑃𝑟𝑒𝑐𝑛 𝑆𝑒𝑛𝑠𝑦 𝑆𝑝𝑒𝑐𝑦 𝐹1𝑆𝑐𝑜𝑟𝑒 

MHOTL-ECRCD 95.72 95.72 95.72 95.72 95.65 

ResNet-18 Model 92.09 91.39 95.02 84.82 90.81 

SC-CNN classifier 81.93 89.13 92.02 93.81 92.82 

CP-CNN classifier 87.07 94.20 94.85 84.07 94.74 

AAI-CCDC 90.52 93.68 93.91 93.07 91.03 

VGG-16 algorithm 81.82 89.31 85.11 89.26 93.27 

Inception model 84.46 90.02 91.77 93.92 93.25 

 
 

In Figure 6, a relative 𝑠𝑒𝑛𝑠𝑦  and 𝑠𝑝𝑒𝑐𝑦 results of the MHOTL-ECRCD method are presented. The 

outcomes illustrate that the VGG-16 and SC-CNN approaches have exposed poor values of 𝑠𝑒𝑛𝑠𝑦 and 𝑠𝑝𝑒𝑐𝑦. 

Simultaneously, the Inception and CP-CNN models have gained somewhat better 𝑠𝑒𝑛𝑠𝑦  and 𝑠𝑝𝑒𝑐𝑦. In the 

meantime, the AAI-CCDC and ResNet-18 techniques have stated nearer values of 𝑠𝑒𝑛𝑠𝑦 and 𝑠𝑝𝑒𝑐𝑦. 

However, the MHOTL-ECRCD system outcomes in enhanced performance with 𝑠𝑒𝑛𝑠𝑦 and 𝑠𝑝𝑒𝑐𝑦 of 95.72% 

and 95.72%, individually.  

In Figure 7, a comparable 𝑎𝑐𝑐𝑢𝑦, 𝑝𝑟𝑒𝑐𝑛, and 𝐹1𝑠𝑐𝑜𝑟𝑒  outcomes of the MHOTL-ECRCD model are 

offered. The outcomes point out that the VGG-16 and SC-CNN techniques have revealed poor values of 

𝑎𝑐𝑐𝑢𝑦, 𝑝𝑟𝑒𝑐𝑛 , and 𝐹1𝑠𝑐𝑜𝑟𝑒 . Concurrently, the Inception and CP-CNN techniques have gained marginally 

enhanced, 𝑎𝑐𝑐𝑢𝑦, 𝑝𝑟𝑒𝑐𝑛 , and 𝐹1𝑠𝑐𝑜𝑟𝑒. In the meantime, the AAI-CCDC and ResNet-18 methodology have 

portrayed adjacent values of 𝑎𝑐𝑐𝑢𝑦, 𝑝𝑟𝑒𝑐𝑛 , and 𝐹1𝑠𝑐𝑜𝑟𝑒 . However, the MHOTL-ECRCD system outcomes 

in better performance with 𝑎𝑐𝑐𝑢𝑦 , 𝑝𝑟𝑒𝑐𝑛, and 𝐹1𝑠𝑐𝑜𝑟𝑒  of 95.72%, 95.72%, and 96.65%, respectively.  
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Figure 6. 𝑆𝑒𝑛𝑠𝑦  and 𝑆𝑝𝑒𝑐𝑦analysis of MHOTL-

ECRCD technique with existing approaches  

 
 

Figure 7. Comparative analysis of MHOTL-ECRCD 

technique with existing approaches  

 
 

5. CONCLUSION  

In this article, we have developed a new MHOTL-ECRCD technique. The MHOTL-ECRCD 

technology mostly concentrates on the classification and detection of CRC utilizing biomedical imaging. It 

contains four various kinds of stages involving image preprocessing, feature extraction, classification, and 

parameter selection. Initially, the MHOTL-ECRCD technique takes place ABF model is used for noise 

reduction. For feature extraction, the MHOTL-ECRCD technique applies the Inception-ResNet-V2 approach 

for learning the intrinsic and complex features of the image preprocessing. Moreover, the GRU method is 

used for the classification and detection of the CRC. Finally, the parameter tuning of the GRU technique is 

performed by the use of HEOA. To demonstrate the good classification outcome of the MHOTL-ECRCD 

technology, a broad variety of experiments occurs from the benchmark dataset. The extensive comparative 

results ensured the betterment of the MHOTL-ECRCD technique over the recent methods. In future, delve 
into the fusion of diverse imaging techniques (such as CT, MRI, and endoscopy) paired with 

histopathological insights to elevate the precision of detection and deliver a more thorough examination of 

CRC. Create and execute real-time detection frameworks that harness the suggested optimization and transfer 

learning strategies for instant clinical use, potentially enhancing patient results through prompt interventions. 

Examine the amalgamation of explainable AI approaches to shed light on the model's decision-making 

journey, thus fostering trust and comprehension among medical practitioners and patients alike. 
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