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 Artificial intelligence (AI) technology has shown tremendous contributions 

in various applications like speech recognition, expert systems, computer 

vision, robotics, and gaming. machine learning (ML) and deep learning (DL) 

algorithms under AI address problems such as prediction, classification, and 

regression. AI has touched many domains. The results or the predictions 
generated by these algorithms are not easily accepted by the user. Especially, 

the Healthcare domain is facing a great challenge in accepting the results or 

the predictions with the concern, Are AI results reliable, correct, and ethical? 

Doctors or medical practitioners are not ready to treat patients based on 
results or suggestions generated by AI algorithms. Hence, a technology that 

can explain how the results returned by AI algorithms are trustworthy, 

transparent, and interpretable was strongly needed. This need has given rise 

to the latest technology-explainable artificial intelligence (XAI). With the 
use of XAI, all the predictions, classifications made by AI algorithms are 

explainable, auditable, comprehensive, validating, and socially acceptable. 

This paper discusses explaining the results of breast cancer prediction as a 

case study. The results show that such an explanation will build trust in the 
doctors and hence will increase the acceptance of the AI-based systems. 
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1. INTRODUCTION 
Around 85% of organizations in 2020 used artificial intelligence (AI) and this number is 

consistently growing [1]. These recent developments in the field of AI are notable. It has not left a single 

field untouched. The world is behind automation. Every sector wants to automate their businesses and 

processes. Banking, Manufacturing Industries, Automobile, Healthcare to name a few. The reasons for this 

automation can be to reduce manpower, increase efficiency in their process, fast outcome, future predictions, 

or suggestions, solving complex problems like disease prediction, object detection, and fraud detection. 

Every sector looking for automation through AI technology is introducing intelligence in their traditional 
applications. 

Many complex problems in the healthcare sector such as disease prediction and detection, drug 

discovery, and precision medicine recommendations. are being solved by the AI algorithms [2]. For example, 

an AI application to predict cancer disease in a patient may give prediction in terms of an accuracy.  

https://creativecommons.org/licenses/by-sa/4.0/
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This prediction can be made based on attributes or features such as age, symptoms, tumor stage, and number 

of tumors observed. Predictions in AI/machine learning (ML)/deep learning (DL) are nothing but 

algorithms/models’ “guesses,” about the target value based on given attributes/features. These modern 

complex algorithms are naturally opaque, non- intuitive and difficult to understand. From this opaqueness, 

one might guess but can never know what is happening inside the network. The models are trained and tested 

with huge data samples, getting a good accuracy with a convincing positive predictive value. Calculating 

only accuracy to explain the real-life tasks is not sufficient. 

Medical professionals such as doctors/clinicians/medicinal experts are not ready to accept results 

generated by AI algorithms with the biggest concern, ‘Predictions made by AI are trustworthy?’ How to trust 

the results generated by ML algorithms? Applying an unexplained network with patients’ life is near to 

impossible. In order to trust AI generated results, a doctor needs an explanation of the result. They want to 

understand the way AI works to help them improve their services as no one really knows why these 

algorithms make the choices they do? This lack of transparency is the biggest challenge for the healthcare 

sector in using AI predicted results. 

Most of the AI algorithms are complex in nature. They generate predictions or classifications based 
on the features provided. One never knows what is happening inside the network. Cioffi et al. [3], trusting 

predictions made by AI algorithm based on confusion matrix is not at all acceptable by Healthcare, Finance, 

Department of Defense (DoD) like automated target recognition, battlefield surveillance, autonomous 

vehicles, smart homes, and smart buildings. as well as nearly by every domain. They need justification to 

trust the results, because it is a great concern for people’s lives, health, safety, security, and dependability. 

ML algorithms like support vector machine (SVM), linear regression (LR), neural network (NN), 

decision tree (DT), and random forest (RF) algorithm. generate results in the form of prediction accuracy, 

True/False or Yes/No. Black box is a term used for the model where the working of the model is hidden and 

not understood by the user [4]. The model decisions are non-transparent and often incomprehensible even to 

the experts or the computer developers as they do not explain the results. Thus, the interpretability, reliability, 

resiliency, trustworthiness and explainability is expected by all complex applications using AI/ML/DL model 

predictions. 

Liao et al. [5] found that the major limitation of the AI algorithm is their black box nature. In order 

to accept the results generated by these algorithms, the technology called explainable artificial intelligence 

(XAI) came into existence. This technology has the capability to explain the results generated by AI models. 

Though XAI is vastly under development, it has strength to bridge the gap between researchers and 

machines. There are many challenges in using interpretable ML technology as indicated by Rudin et al. [6].  
It includes optimization of DTs, optimization of scoring systems, and placing constraints into models for 

better interpretability. XAI technology will play a major role in the Healthcare sector where there is still a 

little acceptance of AI-predicted results. Complex diseases such as cancer, diabetes, heart diseases, and many 

other hereditary diseases are common worldwide. Changing lifestyle, self-medication, wrong eating habits 

are some of the reasons behind these diseases. Though many treatment options are available and being 

practiced in many countries, accurate and most suitable treatment, and timely disease predictions are some of 

the challenges [7]. Use of AI technology is drastically helping in predicting the future, generating expected 

results, providing suggestions in such very complex problems. The invention of XAI, along with the 

powerful implications of AI works well, making AI technology serve humankind to a great extent. 

XAI is a recent research field where the solutions provided by AI algorithms are explained.  

With XAI, the solutions provided by a NN are examined and possibly interpreted by an expert. 

Interpretable/explainable/transparent ML is a set of tools and frameworks or methods for understanding the 

predictions of AI algorithms [8]. Explainable AI and transparent AI are the terms used interchangeably. XAI 

is a technology that makes the ML models interpretable. If the AI model itself is interpretable,  

all predictions made by the model is themselves explainable. XAI converts black box AI model into a white 

box model. It introduces transparency in the solutions provided. However, it is still vastly under development 

to bridge the gap between researchers and machines. Interpretability/explainability can be defined as,  

 Knowing the reason behind the decision. 

 Maintaining consistency in model’s prediction. 

 Making predictions based on the feature values. 

 Understand model’s outputs for classification and regression tasks.  

 Shows contribution of each feature in terms of feature importance.  

Higher the interpretability, it is easier to understand the decisions or predictions made by the model. 

Few of the benefits achieved through explanations are increased social acceptance, understanding the  

science behind the solutions generated by AI algorithms, increased research purpose, accuracy, fidelity, 

consistency, stability, comprehensibility, certainty, degree of importance, novelty, and representativeness. 

Users can verify whether the model is behaving as expected, recognize biases in models, and get ideas for 
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ways to improve the model and training data. These explanations are also useful to the developer. Bertossi 

and Geerts [9] states that developers and data scientists can verify whether the model is behaving as 

expected, recognize biases in the models and get ideas for ways to improve the model and training data. 

Interpretability make AI model predictions transparent and thus increases acceptance of the results by 
building the trust of users. As models become more complex, the task of producing an interpretable version 

of the model becomes more difficult. So, it is true that one explanation does not fit all [10]. 

Intrinsic model-specific methods inspect model components as a path in DT or a rule in decision 

rule or a weight of a feature. From the regression models, consider the LR model, it predicts the target as a 

weighted sum of the feature inputs where features could be numeric, binary, categorical or intercept type. 

While logistic regression model, interprets classification probabilities with two possible outcomes. Instead of 

plotting straight line, a logistic function is used to squeeze the output of a linear equation between 0 and 1. 

The DT finds the relationship between features and outcome which are nonlinear. Interaction among features 

is considered. The decision rule is a simple IF-THEN statement with condition and then prediction.  

Few more intrinsic model specific methods are RuleFit, generalized linear model (GLM), generalized 

additive model (GAM), Naïve Bayes, and K-nearest neighbour (KNN). as mentioned by Lin and Chang [11]. 

Guidotti et al. [12] stated few tools or methods which are designed for model agnostic interpretations are: 

reversed time attention model (RETAIN) which works on recurrent neural networks (RNN), layer- 

wise relevance propagation (LRP), local interpretable model-agnostic explanations (LIME), partial 

dependence plot (PDP), individual conditional expectation/impact confidence ease (ICE), permutation feature 

importance, accumulated local effects (ALE) plot, feature interaction, scoped rules (Anchors), ELI5, Kernel 

SHAP. 
 

 

2. BREAST CANCER PREDICTION USING GENOMIC DATASET- A CASE STUDY 
Breast cancer is the common type of cancer seen in India and world-wide [13]. Cancer prognosis is 

possible using Gene expression dataset. Rigorous studies are being carried out across the world to find cancer 

biomarkers. Cancer disease needs patient specific treatment [14]. Common treatment does not suit every 

patient. Das et al. [15] explains that gene expression is the perfect biomarker for giving patient specific 

treatment. Researchers have found specific genes that mutate in specific types of cancers. If a patient 

performs gene testing for specific genes, cancer can be detected at an early stage. Detection of cancer at an 

early stage increases the chances of a patient’s survival. Pathologies like Metropolis in India are offering 

gene testing at an affordable cost.  

 

2.1.  Dataset source 
To explain the AI/ML model explainability and reliability in the healthcare domain, we have taken 

Breast Cancer gene expression dataset from UCI ML repository of ML databases (Centre for ML and 

intelligent systems) from National Institute of Diabetes and Digestive and Kidney Diseases [16]. The 

objective is diagnostically predicting whether a patient has breast cancer malignancy or not, based on certain 

diagnostic measurements included in the dataset. From the breast cancer gene expression dataset, 21 genes 
are i.e., BRCA1, BRCA2, PALB2, CHEK2, CDH1, PTEN, STK11, TP53, ATM, BARD1, BRIP1, CASP8, 

CTLA4, CYP19A1, FGFR2, LSP1, MAP3K1, MRE11A, NBN, RAD51, TERT are taken. These genes are 

tested using Microarray testing as stated by [17]. This dataset contains data of 1,078 patients. 

 

2.2.  Prediction tests 
Different ML algorithms are tested on this dataset. SVM is giving 97.68 % prediction accuracy with 

99% precision, 96% recall and 97% F1-score. Naïve Bayes algorithm gives 92.59% prediction accuracy with 

94% precision, 91% recall and 92% F1-score. DT algorithm gives 98.98% prediction accuracy with 96% 

precision, 95% recall and 96% F1-score. K-NN algorithm gives 93.05% prediction accuracy with 100% 

precision, 86% recall and 92% F1-score. 

The performance of ML algorithms mentioned above shows that they all are performing well. Any 

software developer can easily trust these algorithms for generic applications. But the doctors, clinicians or 

medical experts who treat patients, conduct healthcare research, develop medicines and vaccines are based on 

their knowledge, experience and mainly patient’s historical data with disease symptoms, age, and many other 

factors. Disease prediction for a patient using AI/ML technology must readily be understood by medical 

practitioners of all experience levels. They should understand the cause of decisions, be able to relate feature 

values of instance to its prediction, know the reason behind classification and prediction results, and to 
understand which feature has contributed in the prediction and what value of feature was considered in the 

prediction. ML algorithms must explain to the doctors why a patient is predicted cancer positive or negative 

bringing trust in decisions. The machine predicted results should be auditable, comply, validate, and debug. 
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3. INTERPRETATION OF MACHINE LEARNING MODELS WITH EXPLANABLE AI 
In this section we will see how the predictions or results or suggestions given by AI/ML models are 

explained or interpreted for complex healthcare applications using the recent technology explainable AI.  

The transparency and the trustworthiness of intrinsic model-specific and post-hoc i.e., model-agnostic models 

as mentioned by Mitros and Mac Namee [18] are presented with the case study on breast cancer dataset.  

For an intrinsic model-specific method, a simple LR model is explained which itself is explainable with the 

help of available functionalities. Such explanations are not possible with all the ML models due to their 

complex nature. For predicting results of post-hoc model-agnostic explanations, LIME is interpreted. 

 

3.1.  Intrinsic model-specific linear regression model 
LR model gives the output from the sum of the weights of the feature inputs. Kim et al. [19] 

mentions linear models are easiest to interpret. Model-specific explanations are easily possible with the LR 

algorithm. LR can be formulated as shown in (1). 
 

𝑌𝑖 =  𝛽0 +  𝛽1𝑋1𝑖 +  𝛽2𝑋2𝑖 +  𝛽3𝑋3𝑖 +  … + 𝜖𝑖  (1) 
 

Where Yi is the target, Xi represents the input feature, β0 is called the intercept term and is the constant.  

Βi represents the weight of the input on the final output. ϵ is called the noise of the model. The task here is to 

train, test and explain that a patient’s breast cancer is benign or malignant with the given dataset, applying 

LR with Python. Initially relevant libraries and packages are loaded, the dataset is read and viewed, columns 

and observations are seed from the dataset. Using the stats model package from Python coefficients,  

t-statistics, standard errors, and p-values for each feature are measured as shown in the Figure 1. The 

confidence intervals values of features are identified as shown in Figure 2. The coefficient’s values and 

standard errors can be plotted as shown in Figure 3. 
 
 

 
 

Figure 1. Summary of LR’s output using stats model package 
 
 

 
 

Figure 2. Confidence interval values of features 
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Figure 3. Coefficient values and standard error plot 

 

 

3.2.  Post-hoc model-agnostic LIME model 
Model-agnostic methods are more flexible and more usable compared to model-specific methods. 

These methods can be applied to any ML model. LIME is an example of a post-hoc model-agnostic method. 
LIME can explain the predictions made by any ML model like LR, and DT classifier. It provides an 

individual and local explanation of a decision after it has been made. It modifies a single data sample by 

tweaking the feature values and observes the resulting impact on the output by creating a new dataset having 

samples permuted and the new predictions on the model.  

The interpretable model is trained on this newly generated dataset. This new model has less loss as it 

finds the closeness of the explanation to the prediction of the initial model. Thus, LIME gives explanations 

with the help of the contribution of each feature for the prediction and finds which feature changes will have 

the impact on the prediction [20], [21]. Here let see how the predictions made by the DT classifier are 

explained with the help of the LIME model as shown in Figure 4. The genes that are used for making the 

prediction by the classifier are shown along with the gene’s values. Also, the genes that positively contribute 

in the predictions are shown in green color and one which negatively contribute in the prediction are shown 

in orange color. The LIME model has a notebook feature which explains prediction results in more detail as 

shown in Figure 5. 

This is the prediction made for one instance. The notebook shows features that positively contribute 

to the predictions and it also shows features that negatively contribute to the predictions. It also shows which 

features are used for the prediction and what values of the features are used. It helps the doctor to understand 

and find which genes are mutated. If specific genes are mutated in a patient, it indicates that the patient is 
likely to develop cancer soon. In case of higher chances of developing cancer, treatment can be started 

immediately with the help of more testing, precautions, and medications [22]-[25]. By generating the 

classification report and predicting the macro average, weighted average accuracy with precision, recall and 

F measure the suggested results become explainable. 

 
 

 
 

Figure 4. Local explanations of DT classifier by LIME 
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Figure 5. LIME Notebook explaining predictions made by the DT classifier 

 

 

4. RESULTS 
The implemented results for intrinsic model-specific and post-hoc model agnostic explainable AI 

methods conclude that AI/ML algorithm predictions can be made usable, trustworthy, reliable, and more 

importantly acceptable in todays’ complex applications like healthcare 4.0. XAI models show that the results 

of any ML algorithm can be explained to all levels of users, making them trust and believe the correctness of 

predicted results. XAI packages are available in Python as well as R programming languages changing the 

black-box nature of ML algorithms into completely transparent white-box models. 

 

 

5. CONCLUSION 
Today every business sector, industry or organization is implementing Industry 4.0 standards with 

demand for auditing, trust, and reliability. The explainable/Interpretable transparent/reliable AI presented in 
this chapter focusing healthcare 4.0 is a step towards building confidence in AI technological trends for the 

betterment of humankind. Transaparency also leads to acceptance of AI technology especially in healthcare. 

This chapter has presented the scope for adopting AI in complex applications like healthcare with a concern 

about harm to oneself and to a society. Chapter focuses on the expectations from AI results to support 

reasoning and evidence for predicted outcomes and finally provides the solution in terms of explainable AI 

serving this job. Any human being is always curious towards the world, i.e., towards knowing the reasons 

behind every event. Henace XAI is such technology which helps the user know the facts, hidden knowledge 

in the AI model’s predictions. Once these facts are known to the user, trust is built and acceptance of AI also 

increases. Also, it is clear from the explanation whether the AI model is making decisions ethically. Hence, 

in high-impact domain such as healthcare use of XAI have become mandatory. But there are some situations 

where explanations are not important such as problems where solutions will not have much impact: take 

example of AI based chess game played for fun. In this case, any decision taken by the AI game is not going 

to create any imact on the user. Hence, the predictions won’t have any imact like loss or gain. So dmains 

such as entertainment, games, fun are termed as low-impact causing areas and doesn’t demand any 

explanaions for AI model’s predictions. Whereas domains such as healthcare, finance are high-impact, 

causing areas that demand for explanations. 

Also, when p roblems are studied well e.g., Character recognition application. It is not expected in 
such an application to explain the predictions made. The problem is really well-designed and does’t require 

any explanation. Either the character is classified correctly or wrongly. If AI model is not able to classify the 

character correctly, model tuning need to be done in order to improve the prediction accuracy and when 

models are not expected to manipulate. There are models which are not expected to manipulate and have just 

assistance, informative, analytical roles such as descriptive models, diagnostic models, predictive models, 

and resommnedation models. Thus, one can understand the importance of XAI in high-impact domain.  

Use of XAI ensures explainability which hels in building trust and increase acceptance of the AI models.  

It also ensures ethical standards as everything is now interpretable.  

One of the disadvantages of XAI technology lies in its interpretable nature. Take an example of a 

Credit card fraud detection system. If the explanations of such a system will be understood by the fraud 

person only, then he will take care not to take the identified steps and will find out other ways of doing fraud. 
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This alternate fraud might not get detected by the underlying model. Thus, with such numerous cases a 

research scope is open for aspirants who want to see a better concrete AI technological future with 

explainable AI.  
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