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 Video surveillance is an extensively used tool due to the high rate of atypical 

behavior and many cameras that enable video capture and storage. 

Unfortunately, most of these cameras are operator dependent for stored 

content analysis. This limitation necessitates the provision of an automatic 

behavior identification system. This behavior identification can be achieved 

using unsupervised (generative) computer vision methods. Deep learning 

makes it possible to model human behavior regardless of where they could 

be. We attempt to classify current research work to report the ongoing trends 

in human behavior recognition using deep learning algorithms. This paper 

reviews various aspects, like the ones associated with machine learning and 

deep learning models, human activity recognition (HAR), deep learning 

frameworks/tools, abnormal behavior datasets, and a variety of other current 

trends in the field of automatic learning. All these are to give the researcher 

a sense of direction in this area. 
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1. INTRODUCTION 

In recent years, there has been an increase in research focused on AI (artificial intelligence), 

particularly the deep learning area. This surge in research interest has led to several studies surveys, and 

review papers which explore various deep learning applications. Notably, deep learning has been employed 

in the field of medicine such as eye disease diagnosis with the use of retinal fundus images [1] and for 

improving radiology techniques [2]. Other prominent research area involves human activity recognition 

(HAR), in which deep learning algorithms are increasingly employed in human behavior recognition, 

including detection of abnormal behavior [3], and distraction recognition [4]. Most recently, the trend has 

shifted towards anomalous behavior recognition, particularly in security and surveillance contexts [3]. 

Despite the advancements made, there are still many challenges and obstacles that remain. Existing 

surveys regularly focus on particular deep learning architectures or specific applications, such as HAR, 

without offering a broad overview of available approaches, platforms/tools, and datasets for behavior 

recognition. The diversity in data and behaviors involved further limits the ability of deep learning 

approaches to generalize over different situations and environments, despite their impressive performance in 

predicting and recognizing human behaviors. 

The main aim of this survey is to present a comprehensive survey of deep learning-based behaviour 

recognition approaches, platforms/tools, and datasets. This survey attempts to assist researchers, especially 

new researchers in the field of behavior recognition by acquainting them with various deep learning 
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approaches, platforms, and dataset that can potentially be adopted. Our study is intended as a comprehensive 

survey to give an overview of current approaches and trends in behavior recognition using deep learning. It 

does not follow the systematic and exhaustive methods of a systematic literature review (SLR) or a scoping 

review, but rather seeks to broaden the landscape, identify common themes and highlight key techniques. In 

contrast to previous surveys which are often limited in scope, our survey provided a broader perspective on 

the uses of deep learning security and surveillance, covering both the identification of suspicious or abnormal 

behaviors and the recognition of normal human behaviors. 

Deep learning overcomes the limitations of machine learning by autonomously extracting the 

features from raw data and capturing complex temporal relationships in dynamical environments. These 

capabilities make deep learning especially very suitable for human behavior recognition, since it makes it 

possible to extract high-level representations from motion sensors and other source data. This research field 

has demonstrated rapid progress over the past decade, as demonstrated by a shift from traditional machine 

learning algorithms to deep learning approaches from 2006 to 2018 [5]. This trend highlights how researchers 

are increasingly adopting and accepting deep learning models. Figure 1 illustrates the shift in researchers’ 

focus from traditional algorithms towards deep learning techniques. At the beginning, traditional methods 

were dominant, peaking up in year 2013. However, their predominance dropped as deep learning gained 

acceptance in the year 2014, going beyond traditional techniques by the year 2005 and continue to dominate 

onwards. 

 

 

 
 

Figure 1. Traditional machine learning vs deep learning algorithms used per year [5] 

 

 

The contributions of our survey include the following: 

i) An in-depth review of deep learning approaches and platforms/tools. 
ii) An elaborate description of the most popular datasets related to behavior recognition. 
iii) Discussion on deep learning models and their specific use cases. 
iv) A concise and clear guide that can serve as a starting point for new researchers in the field of deep 

learning for behavioral analysis. 
To achieve this, we thoroughly conducted a general literature search to come up with a 

comprehensive survey of the current landscape in behavior recognition using deep learning. We used targeted 

key terms search terms linked to behavior recognition, deep learning approaches, platforms/tools, and 

datasets across several academic databases to harvest a wide range of related studies and resources. The 

downloaded papers were broadly checked and categorized by common subjects, like type of algorithm, 

application areas, and relevant dataset. The main focus of this survey is to provide an advanced level 

assessment and discussion of the various approaches, emphasizing important use cases and trends as opposed 

to sticking to rigid standards or comprehensive inclusion standards. Mendeley was employed to efficiently 

manage references from the identified sources and papers. The organization of the paper is as follows: in 

section 2, related work is presented. in section 3, human behavior recognition using deep learning techniques 

is discussed; in section 4, several deep learning platforms and tools are covered; section 5 presented datasets 

for behavior recognition; Results and discussion is presented in section 6, and in section 7, the paper is 

concluded. 

 

 

2. RELATED WORK 

Recent surveys have explored deep learning approaches for anomaly detection and human behavior 

recognition, especially in video surveillance contexts. Himeur et al. [6] presented a thorough review focusing 

on employing domain adaptation and deep transfer learning methods to make improvement in generalization 
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in video surveillance systems. Their work is however, mostly limited to surveillance applications and does 

not explore other contexts. Similarly, Wastupranata et al. [7] focuses mainly on surveillance applications, 

stressing on methods for detecting abnormal behaviors but not offering a wider overview of deep learning 

models for diverse behavior recognition applications. 

A number of other studies concentrate on surveillance videos anomaly detection using deep 

learning. Choudhry et al. [8] and Jebur et al. [9] largely highlight anomaly detection, mostly neglecting 

addressing the diversity of datasets, platforms, and use cases that are involved in general behavior 

recognition. A survey by [10] further strengthens this trend by concentrating narrowly on abnormal instances 

detection, failing to expand to other domains. In a more focused context, Shubber and Al-Ta’i [11] and  

Pham et al. [12] focus on certain behavior recognition undertakings such as human action recognition and 

violence detection. Despite providing valuable insights, these studies are restricted to certain activities and do 

not consider the full range of deep learning approaches and platforms. In addition, [13] focuses on healthcare 

tasks, primarily analyzing anomaly detection in daily actions but lack in covering of broader contexts like 

public security. 

Contrary to these current studies, our own paper attempts addressing the gaps identified by 

providing a broad overview of deep learning approaches, platforms/tools, and datasets used for behavior 

recognition. Unlike previous reviews, which scope is often limited to specific applications, our study offers a 

wider perspective on the application of deep learning in behavior recognition, comprising several deep 

learning algorithms, various platforms, and a wide range of datasets. This all-inclusive approach will help in 

guiding researchers in choosing the right method and tool for different research circumstances and recognizes 

future research guidance not broadly covered in prior studies. 
 

 

3. DEEP LEARNING APPROACHES TO HUMAN BEHAVIOUR RECOGNITION 

Many research surveys have been conducted on human activity/behavior recognition through 

different facets, while other researchers focused on general assessments of human activity/behavior. The 

various aspects studied by the researchers include the following: the algorithm types, the methods used, the 

type of sensors used, the device type, and the type of activity performed. Here, we focus on a survey on the 

approaches to human behavior recognition. On a general note, there is an increase in researchers that try to 

apply deep learning approaches in studying human behavior. Human behavior is extraordinarily complex; 

human behavior is triggered by habits or intentions; transformed by effect, skill, and attitude; and affected by 

contextual and physical conditions [14]. Aguileta et al. [15] explored a range of techniques and approaches put 

forth by researchers to merge data from different sensors to discover research prospects in this area. Despite 

being in-depth and extensive, the survey needed to provide details about the implementation.  

In their survey, [16] based their HAR review on traditional machine learning techniques. While [17] 

focused on a device-free method based on radio-frequency identification (RFID) technology. The device-free 

method does not require subjects to carry or wear a device for the sensors to recognize activities. Instead, 

sensors like RFID and cameras tag both the objects and the environment. This approach has advantages but is 

complicated in real-life implementation and has significant privacy-related issues. Shoaib et al. [18] 

categorized activities into two, complex activities and simple activities. Simple ones are easy to identify 

using a sensor because they are naturally repetitive, like standing, sitting, running, smoking, eating, and 

making coffee. While on the contrary, complex activities are difficult to recognize, as they are not recurrent 

and require more effort and data. Some datasets are intended for complex activities, like [19]; others are 

designed only for simple activities, like [20], while others are made for both activity types, such as [21]. 

Behavior recognition is a vital sub-area of HAR. The main idea is to identify a person's behavior 

from the data gotten via different sensors. Behavior detection is instrumental in several circumstances, like 

intelligent surroundings (aged care centers and smart homes) [19] and shopping centers. For example, in aged 

care centers, patients can be remotely monitored, significantly reducing the cost involved. By extension, 

automatic behavior recognition can be achieved through the use of deep learning and machine learning. 

There are several machine learning-based models like k-nearest neighbor (KNN), suitable for 

classification problems [22], support vector machine (SVM), for handwriting recognize, identify a speaker, 

recognize fraudulent credit cards, as well as detect face [23], decision tree (DT) known for enhanced 

performance outcome’s view [24] and many others have been used for HAR. However, using traditional 

algorithms has decreased greatly after the remarkable performance of deep learning-based algorithms in 

recognizing human action. 
 

3.1.  Deep learning methods 

Several deep models, among which are convolutional neural network (CNN), deep neural network 

(DNN), recurrent neural network (RNN), restricted Boltzmann machine (RBM), long-short term memory 
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(LSTM), and many hybrids deep models (combining more than one deep structure), have been the subject of 

research studies [25]-[27]. Choice of the best suitable deep learning or machine learning model relies on the 

complexity and the problem type. The section looks at the most employed types of deep learning algorithms 

described in the following subsection. 

 

3.1.1. Deep neural networks 

DNN, as depicted in Figure 2 is an advanced type of artificial neural network (ANN) [28]. They are 

termed deep for having deep architecture by possessing lots of hidden layers sandwiched between the input 

and the output layers [29]. ANN having shallow networks has less hidden layers and is identified as 

multilayer perceptron (MLP). Researchers use DNN for human activity recognition and hand engineering 

features extracted from sensors. Similarly, [30] utilized principal component analysis (PCA) for feature 

extraction and DNN to learn the activities. Previous research has demonstrated that activities can be 

identified from raw sensor data when a structure is deep enough and has enough data, negating the need for 

custom characteristics [31]. A policy gradient-based reinforcement learning (RL) approach was utilized to 

accomplish online training for a DNN-based online activity identification system that was proposed by [32]. 

For the RL machine learning paradigm, learning is accomplished by rewards and punishments in a stochastic 

environment. RL has also employed deep learning to estimate the policy and reward function [33]. 

 

 

 
 

Figure 2. Description of DNN model [34] 

 

 

3.1.2. Auto-encoder 

As an unsupervised learning-based, auto-encoder (AE) [35], [36] is a neural network [37], [38] that 

uses the backpropagation algorithm. To distinguish between normal and abnormal network events, [39] 

proposed the use of AE and statistically analysis-driven intelligent intrusion detection system (IDS). Three 

layers make up AE's architecture: an input, a hidden (encoding) layer, and a decoding layer [40]. It was 

applied in many fields, like image classification, natural language processing, face recognition, and other 

areas [41], achieving impressive results. It was employed by [35] to propose a plug-and-play, “Kitsune”, that 

can identify potential network attacks without supervision. Figure 3 shows the AE’s structure, showing the 

processes of encoding and decoding. 

 

 

 
 

Figure 3. Structure of an AE [42] 
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3.1.3 Convolution neural networks 

CNN models are mostly employed for their ability in feature learning from new sensor data [43]. 

When the input data has a clean spatial structure, CNN is a good choice (e.g., a collection of pixels in a 

photo). In addition, CNN has been used to recognize human activity in several study investigations 

[44]−[46]. Rueda et al. [44] asserted that numerous packed layers of convolution filters and pooling 

processes can be used to learn nonlinear and temporal structures in both simple and complex human 

movements. Ignatov [45] states, CNN was utilized for introducing a user-independent and online approach to 

recognizing human activities. Alongside feature extraction, the window size was also investigated, where it 

was discovered that a larger window size only improves performance in some activity classification cases. 

 

3.1.4 Restricted Boltzmann machines 

RBM (with its basic structure shown in Figure 4), proposed in 1986 by Paul Smolensky [47], trained 

to recreate its input from the first hidden layer in unsupervised pre-training. RBM is utilized in collaborative 

filtering [48], dimensionality reduction [49], classification [50], regression [49], feature learning [51], and 

topic modelling [47]. In their research, [37] employed RBM for pre-training layer by layer to obtain the 

initial weight and offset in their image reconstruction. 

 

 

 
 

Figure 4. The basic structure of RBM [52] 

 

 

3.1.5. Multilayer perceptron 

MLP is a perceptron where groups with many perceptions are deployed layers wise to fix complex 

issues [53]. MLPs are three-layered [54], wherein the first layer is an input layer, that transmits signal to the 

hidden (second) layer, which also transmits the signal to the output layer. The primary use of MLP is the 

prediction of labels or classes-based classifications. A simple general idea of the structure of MLP is 

illustrated in Figure 5. 

 

 

 
 

Figure 5. A simple overview of MLP [55] 

 

 

3.1.6. Recurrent neural networks 

Unlike conventional algorithms, RNN does not presume that the data sequences are different from 

each other as the prior sequences’ information is utilized to learn the current sequence [56], as it could be 



Indonesian J Elec Eng & Comp Sci  ISSN: 2502-4752  

 

 Deep learning approaches, platforms, datasets for behavior-based … (Yunusa Mohammed Jeddah) 

1885 

seen in Figure 6. Therefore, RNN is frequently utilized to learn a time series’ temporal structures and 

dynamics. Gated recurrent unit (GRUs) and LSTM are two most common variants of RNN where LSTM 

variant is seen as a better alternative, as it was formerly reported to give better results for problems related to 

HAR. 

 

 

 
 

Figure 6. RNN structure [56] 

 

 

A study by [57] investigated three types of RNN; LSTM, vanilla RNN (VRNN.), and GRU. Their 

effectiveness for activity recognition and detecting abnormal dementia-suffering patients’ behavior was 

explored. While a deep stacked LSTM was proposed in [58] with the capability of learning and generalizing 

temporal dynamics from raw data. The structures of the GRU and LSTM, schemes can be seen in Figure 7. 

This diagram is crucial to comprehend the advances in RNN architectures, which have been made to improve 

the capacity to learn long-term relationships and to deal with issues such as vanishing gradients. 

 

 

 
 

Figure 7. LSTM, GRU schemes [59] 

 

 

3.1.7. Hybrid models 

These are exceptional cases where two or more deep structures are combined. Combining two or 

more [60] deep learning models is to take advantage of the deep learning structures involved. For example, 

CNN, known for capabilities in feature extraction can be concatenated with the LSTM model, which can 

learn temporal dynamics to accomplish both features. The applications of hybrid models are not restricted to 

HAR. Still, they have applied in a variety of applications domains like visual recognition [61], voice (speech) 

[62], computer vision and natural language processing [63] and medical diagnosis [64]. 

An extensive summary of the main deep learning models and their application domains is given in 

Table 1. However, the choice between the deep learning architectures outlined in Table 1 depends on the use 

case at hand and the available data. In nutshell, CNN is regarded as the best choice when it comes to tasks 

related to images [65], RNN is ideal for sequential data like speech recognition, and natural language 

processing [66]. Others also have their respective strong use case strength. 
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Table 1. Deep learning models and their major application areas and description 
Architecture Major application areas Description 

CNN Natural language processing, document analysis, image 
recognition, face recognition, video analysis 

Utilizes convolutional layers to slide over the 
input information for feature learning. 

AE Understanding compact representation of data, natural 

language processing 

A non-supervised neural network employed for 

learning data coding from samples. 
RNN Speech and handwriting recognition Comprises of loops that provide information 

storage within the network. 

RBM feature learning, collaborative filtering, dimensionality 
reduction, classification, regression, and topic modelling 

A generative stochastic NN that understands 
probability distribution across samples. 

MLP Image recognition, speech recognition, and machine 

translation 

A feedforward artificial ANN 

 

 

3.2.  Deep learning object detection algorithms 

Object detection is a precious and popular computer vision method that deals with object 

classification and localization in an image or video. Deep learning-based object detection approaches use 

CNN architectures such as you only look once (YOLO), single shot detector (SSD), and region proposals. 

Object detection is applied in asset inspection, pedestrian detection, self-driving cars, or video surveillance. 

This subsection explores the deep learning models employed for object (human in this case) detection. 

Furthermore, object detection can be employed in intelligent video analytics (IVA) wherever CCTV cameras 

are situated to study how people interact with one another and their surroundings. 

 

3.2.1. YOLO 

YOLOv1 utilizes a single neural network [67] as a real-time object detection system. According to 

[68], YOLO object detection is over one thousand times faster than region-based convolutional neural 

networks (R-CNN) and a hundred times faster than fast R-CNN. There exist different versions of YOLO: 

YOLOv2 [69], YOLOv3 [70], YOLOv4 [71], and YOLOv5 [72]. 

 

3.2.2. Single-shot detector 

A renowned one-stage object detector [73], SSD can predict multiple classes faster than YOLO [74]. 

It is easy to train and incorporate with software systems requiring object detection module. SSD has superior 

accuracy compared to other single-stage techniques, even with smaller input image sizes [74]. 

 

3.2.3. Region-based convolutional neural networks 

Established as a de facto deep learning-based object detection algorithm, R-CNN [75], [76] are 

revolutionary approaches which employ deep models to detection of object. The major weakness of R-CNN 

is that it is slow to implement. Fast R-CNN was developed in 2015 [77] with an aim to significantly reduce 

train time and drastically solve the limitations of R-CNN. However, YOLO is still a faster option due to the 

ease of the code [68]. 

 

3.2.4. SqueezeDet 

Famous research within the scope of unified, low power, small CNN proposed SqueezeDet for 

object detection [78]. In the research, the authors show that SqueezeDet is a lightweight CNN explicitly 

developed for real time object detection, which utilizes computer vision techniques to detect objects. Similar 

to YOLO, SqueezeDet is a single-shot detector algorithm inspired by YOLO and SqueezeNet which creates 

and classifies the entrant region proposals in one neural network. 

 

3.2.5. MobileNet 

MobileNet [79] is also a SSD network that runs detection of object tasks. MobileNet is utilized by 

the Caffe framework. It is a lightweight deep CNN that is much smaller in size and performs much faster 

than many popular neural network models. Its main applications are the classification and detection of 

images. It utilizes depth-wise, separable convolutions, which involve performing a single convolution on 

each color channel instead of combining all three and flattening it. 

 

3.2.6. Generative Adversarial Networks 

Generative adversarial networks (GANs) were convincingly described as a powerful approach to 

unsupervised learning in machine learning, where two neural networks (the generator and the discriminator) 

compete in a game like manner in research conducted by [80]. The authors explained that the generator 

creates samples that are targeted at replicating the data distribution, whereas the discriminator aims to 

differentiate between true and generated data. This adversarial approach allows GANs to acquire complex 
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data distributions, making them specifically effective for tasks like generating real images and transforming 

data across different realms. In their investigation, Posilović et al. [81] employed GAN to generate actual 

data, which can improve object detectors. 

 

3.2.7. You only learn one representation 

You only learn one representation (YOLOR) [82] is a novel algorithm for detection of object, 

different to the YOLO due to differences of inventors, model infrastructure, and architecture. It aims to 

provide ability to machine learning algorithms to serve many other tasks given a single input [83]. While 

CNNs learn to analyze inputs to obtain the outputs, YOLOR attempts to have CNN’s both (i) learn getting 

outputs and, at the same time and (i) know what all different outputs could be. Instead of only a single output, 

YOLOR can have a lot. 

 

 

4. DEEP LEARNING TOOLS 

Deep learning tools enable data researchers to build programs that may give a machine the ability to 

learn as a human brain and process data and patterns before making decisions. The tools rely on predictive 

modelling and statistics, which help data scientists gather, interpret, and then analyze enormous amounts of 

data. These tools can help to seamlessly detect objects, recognize speech, translate languages, and make 

decisions appropriately. Also referred to as deep learning platforms or frameworks, software packages were 

available to the researchers to mitigate deep learning architectures construction. However, some years ago, 

non-deep learning experts encountered many challenges in managing software packages. Such a 

circumstance continued until Google in 2012 proposed the DistBelief system. Next to that, software packages 

such as TensorFlow, DeepLearning4j, Microsoft Cognitive Toolkit (CNTK), Torch, Caffe, H2O.ai, Neural 

Designer, Keras, and Deep Learning Kit, have widely fueled the industry. 

 

4.1.  Neural designer 

A user-friendly application developed by Artelnics, which allows building DNNs without coding or 

building block diagrams [84]. Amongst its applications, you can also find algorithms for different training 

strategies, data statistics and preparation, testing and deployment of the model or export the results to other 

tools like R or Python. Furthermore, neural designer is compatible with the most familiar databases and data 

files and can run the most extensive datasets. Moreover, you can import data and use the machine learning 

platform to enhance productivity. The primary objective of neural designer is to facilitate innovative 

organizations to employ artificial intelligence (AI), with a focus on its applications and not based on 

mathematics or programming. Furthermore, neural designer supports a whole modelling cycle, from 

preparing data to model production [85]. 

 

4.2.  H2O.ai 

Developed employing Java as core technology, H2O provides enormous flexibility to researchers. 

Thanks to H2O, anybody can easily apply predictive, machine learning, analytics, and deep learning to 

unravel complex problems [86]. It utilizes the most accustomed interface [87], an open-source framework 

with an easy-to-use web-based graphical user interface (GUI). This tool helps in real-time data scoring, and it 

is highly scalable. 

 

4.3.  DeepLearningKit 

Apple employs DeepLearningKit framework on most of their products such as OS X, iOS, and tvOS 

[88]. It supports the pre-trained models on Apple’s devices with GPUs for conventional OS X computers 

[89]. In addition, it uses deep CNN, such as image recognition. It is currently trained with the caffe deep 

learning framework [90], but the long-term objective is to support the use of other models such as Torch and 

TensorFlow. 

 

4.4.  Microsoft Cognitive Toolkit 

This toolkit is commercially used to train deep learning systems to learn accurately as the human 

brain. An open-source which offers excellent scaling abilities, enterprise-level quality, accuracy, and speed. 

Microsoft products like Cortana, Skype, and Xbox Bing, use it for AI industry-level generation [90]. 

 

4.5.  Keras 

A Python-based application program interface (API) employed to run TensorFlow [91], Theano, and 

CNTK. Keras is an enhanced level API of TensorFlow utilized for model building and proves similar in 

stacking layers. On the other hand, it has minimal functionality. It was designed to enable quick experiments [92] 
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and works with TensorFlow and Theano. The main advantage is that fast results can be obtained with just 

one concept. 

 

4.6.  TensorFlow 

This is the most prominent Google libraries for deep learning and machine learning applications [93].  

It is built to run on GPUs, CPUs, and internet of things (IoT) processors such as neural network stick, and 

Jetson Nano. Released in 2015 by Google but the stable version has been available since 2017 under the 

Apache Open-Source License [94]. 

 

4.7.  ConvNetJS  

ConvNetJS enables users to design and resolve neural networks by using JavaScript for neural 

networks (deep learning models) training entirely in browser [95]. It is an experimental reinforcement 

learning module built on deep Q learning, not needing additional software, installations, GPUs or compilers. 

For processing images, ConvNetJS can define and train convolutional networks. 

 

4.8.  Torch 

With a GPU-based MATLAB-like environment, the torch [94] is an extremely effective open-

source computing platform that supports deep learning techniques [94]. It is a high-powered N-dimensional 

array that features many routines for indexing, transposing, and slicing [96]. It has outstanding support for 

GPU and is embeddable to collaborate with Android and iOS. 

 

4.9.  DeepLearning4j 

DeepLearning4j [94] is an open-source, free java-based deep learning library which provides an 

extensive solution to deep learning in different applications such as knowledge discovery and deep predictive 

mining on CPU’s and GPU’s graphics processing. It integrates the AI algorithms and methods appropriate for 

business intelligence, cyber forensics, predictive analysis, face recognition, network intrusion detection and 

prevention, anomaly detection, recommender systems, and lots more. Models from advanced deep-learning 

frameworks like Caffe, Theano, Keras, and TensorFlow can be imported [94]. 

 

4.10.  MATLAB deep learning toolbox 

MATLAB is a proprietary multi-paradigm mathematical computing environment, developed by 

MathWorks that allows manipulations of matrix, plotting functions and data, implementation of algorithms, 

creation of user interfaces, as well as interfacing with programs built using other languages. MATLAB 

utilizes toolboxes, especially deep-learning toolboxes to run programs [84]. In 2019, it was used to build a 

GAN, attention networks, and variational autoencoders. CNN, LSTM, and networks with 3D CNN layers can 

all be combined using the MATLAB deep learning toolkit [97]. 

A platform for creating and implementing DNNs with algorithms, pre-trained models, and APPs is 

provided by the MATLAB deep learning toolbox. LSTM networks for time series analysis and transfer 

learning have been a part of the MATLAB toolbox since 2017 [97]. Amongst the key plus of MATLAB is 

that there are multiple GPUs, cluster computing, parallel and cloud computing, for speeding up the processes 

of deep learning. Table 2 shows a summary of the deep learning tools discussed. Prominent deep learning 

tools are presented in Table 2, in tandem with details about their license, primary programming languages, 

release dates, and official websites. The table intends to provide researchers with immediate guidance as they 

choose the right tools to use in their behavior-based recognition research. 

 

 

Table 2. Deep learning tools summary table 
Framework License Core language Release year Homepage 

Neural Designer Proprietary 
software 

C++ 2014 https://www.neuraldesigner.com/ 

H2O Apache2.0 R and Python 2015 https://h2o.ai/ 

DeepLearningKit Apache2.0 C++ 2015 http://deeplearningkit.org/ 
Microsoft 

Cognitive Toolkit 

MIT C++ 2016 https://learn.microsoft.com/en-us/cognitive-toolkit/ 

Keras MIT Python 2015 https://keras.io/ 
TensorFlow Apache2.0 C++ and 

Python 

2015 https://www.tensorflow.org/ 

ConvNetJS MIT JavaScript 2014 https://cs.stanford.edu/people/karpathy/convnetjs/ 
Torch BSD C and Lua 2002 http://torch.ch/ 

DeepLearning4j Apache2.0 Java 2014 https://deeplearni ng4j.org/ 

MATLAB Toolbox Proprietary 

software 

C, C++, Java, 

MATLAB 

1992 https://matlab.mathworks.com/ 



Indonesian J Elec Eng & Comp Sci  ISSN: 2502-4752  

 

 Deep learning approaches, platforms, datasets for behavior-based … (Yunusa Mohammed Jeddah) 

1889 

5. BEHAVIOR RECOGNITION DATASETS 

Large-scale database existence is a prerequisite for the efficient working of deep learning system. 

Here, we look at some datasets used for behavior recognition in deep learning. Unfortunately, most early 

deep-learning state-of-the-art works were trained with private large-scale databases. A situation like this has 

caused researchers to need more public datasets to replicate the findings of these works or make a 

comparison of their models. 

 

5.1.  UCF-Crime dataset 

Specifically created to assist with recognizing anomalous activities in difficult environments, the 

UCF-Crimes dataset is invaluable for real-world anomaly identification in surveillance videos. According to 

[98], this dataset allows for the creation and testing of effective detection algorithms because it comprises a 

wide range of crime-related events that were recorded from various camera angles and settings. The UCF-

Crimes dataset contributes to the development of anomaly detection techniques by offering comprehensive 

annotations and a wide range of scenarios, to enhance safety and security through more efficient surveillance 

systems. UCF-Crime dataset comprises of long uncut surveillance videos that contain thirteen real-life 

abnormalities, comprising assault, abuse, arrest, shoplifting, road accident, arson, fighting, burglary, 

shooting, explosion, stealing, robbery, and vandalism. These abnormalities were chosen because they have a 

substantial effect on the safety of the public. 

 

5.2.  HBD21 dataset- human behavior dataset 2021 

Jayaswal and Dixit [99] is comprised of normal and abnormal action video files prepared with 

natural and artificial light conditions to ease recognition. The dataset is made up of 456 annotated videos. 

This dataset comprises four categories a) gun violence, b) sabotage violence, c) assault violence, and d) 

normal actions. Every category contained over one hundred video files. Each of the videos is 9 seconds long, 

and it is observed that such a length is enough to represent real action. The ratio of training to testing video 

files is 7:3. In other words, 70% training and 30% testing videos of the original dataset. In this enhanced 

version, the brightness of each video is increased at an appropriate threshold, which helps achieve better 

performance in the training and testing stages.  

 

5.3.  MoLa InCar AR: dataset for action recognition 

MoLa InCar AR [100] dataset is used in training human action recognition in a vehicle focused on 

violence detection. Thermal, RGB, depth, and event-based data were all recorded for this dataset with a 

resulting 6, 400 sample videos and over three million frames, gathered from different sixteen subjects. The 

dataset includes fifty-eight action classes, which include neutral (non-violent) and violent activities. 

 

5.4.  KU-HAR 

The KU-HAR dataset provides an extensive set of data for the development and testing of 

recognition algorithms, which is a major contribution to the field of human activity recognition. In research 

conducted by [101], they posed that the KU-HAR dataset is an open dataset containing eighteen different 

activities generated from ninety participants (seventy-five male and fifteen female) with the help of 

smartphone sensors (gyroscope and accelerometer). It contains a wide range of activities that were accurately 

captured and documented numerous aspects of human behavior and interactions. The dataset consists of 

20,750 extracted subsamples and 1,945 unprocessed activities gathered directly from the subjects. The KU-

HAR dataset contributes to the development of activity recognition systems by offering large and 

comprehensive samples, which are intended to improve the precision and practicality of models in various 

contexts. 

 

5.5.  Multi-gait and single gait datasets 

Previous research in gait by [102] for recognition using the available dataset focused on single 

subjects. But in a real-time situation (like airports, subway stations etc.) a more significant number of persons 

walking in groups and occlusion factors affect gait recognition performance. Thus, this new dataset which 

focused on dynamic occlusion scenarios, was presented. They built two distinct categories of gait dataset, 

i.e., subjects walk in groups (SMVDU-multi-gait), and subjects move individually (SMVDU-single-gait). 

The major intent of this dataset is to examine the differences in gait patterns by the time the same subject 

walks as a group or on an individual basis and also recognize the target subject in multi-gait. 

 

 

6. RESULTS AND DISCUSSION 

The survey reveals that CNNs and RNNs deep learning algorithms are the most often employed for 

tasks such as human behavior recognition due to their strengths in handling image data and sequential 
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patterns respectively. Figure 8 illustrates that CNN-based algorithms dominates in the field of research 

applications due to their robust feature extraction abilities, most especially in visual data applications. The 

RNN-based algorithms, particularly LSTM, are the next popular choice owing to their effective sequential 

data handling and temporal dependencies learning. Hybrid deep learning models, where strengths of two or 

more architectures are combined also gained attention which indicates the growing interest in more adaptive 

and versatile approaches. 

 

 

 
 

Figure 8. Summary of the major themes covered in this survey 

 

 

In comparison to traditional algorithms, the survey findings are in alliance with existing literature 

which supports the greater deep learning algorithms performance in behavior recognition, most especially in 

complex activities and dynamic environments. That notwithstanding, whereas deep learning models offer 

remarkable advantages, they also face challenges such as the need for large, labelled datasets and high 

computational resources. An ongoing struggle for the development of more universal datasets for behavior 

recognition is indicated by the unexpected reality that context-specific augmentation requirements and 

inadequate labelling remain the main limitations of most datasets, which include UCF-Crime and KU-HAR. 

This survey uncovers the multiplicity of deep learning approaches, platforms/tools, and datasets that 

are currently available for behavior recognition. The significance of this survey lies in its broad revelation of 

existing deep learning approaches and tools, offering a starting point for new researchers to choose 

appropriate approaches that are specific to their tasks and available datasets. Imminent research can explore 

the development of more universal datasets, optimizing hybrid architecture, and enhancing computational 

efficiency to advance the field further. 

 

 

7. CONCLUSION 

In this survey, we observed that unsupervised learning approaches are very suitable for human 

behavior recognition, primarily given the prevalence of unlabeled datasets. Nevertheless, relying on one 

approach is not recommended, as different algorithms can yield different results depending on the dataset 

used. Recently, hybrid models have been used to enhance either feature extraction or learning process, 

highlighting the need for tailored approaches for specific tasks. Researchers are recommended to consider 

performance metrics, like recognition accuracy. Due to the time-consuming nature of training on large video 

datasets, it is recommended to compress videos prior to feature extraction. 

The study finds out that MATLAB's deep learning toolbox is a versatile tool, providing benefits like 

platform integration, access to the most recent research with the use of ONNX import features, as well as 

other pre-trained libraries such as NASNet, SqueezeNet, ResNet-101, and Inception-v3. The versatility of 

this tool is further enhanced by the ability to interoperate between MATLAB and Python. 

Conclusively, this survey offers an extensive synopsis of deep learning approaches, platforms/tools, 

and datasets for behavior recognition; nonetheless, it is apparent that no platform or method is universally 
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effective. When adopting an approach, researchers ought to carefully evaluate the specifics of their tasks, 

datasets, and anticipated outcomes. Leveraging several models, such as MACNN and RNN, contributes to 

improving the performance of the resulting algorithm. 
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