
Indonesian Journal of Electrical Engineering and Computer Science 

Vol. 38, No. 3, June 2025, pp. 1602~1612 

ISSN: 2502-4752, DOI: 10.11591/ijeecs.v38.i3.pp1602-1612      1602 

 

Journal homepage: http://ijeecs.iaescore.com 

Holographic-based design, building, and testing of an RRP 

spherical robot for olive fruits harvesting 
 

 

Osama M. Al-Habahbeh1, Ayeh Arabiat1, Riad Taha Al-Kasasbeh1, Salam Ayoub2 
1Mechatronics Engineering Department, School of Engineering, The University of Jordan, Amman, Jordan 

2National Agricultural Research Center, Amman, Jordan 
 

 

Article Info  ABSTRACT 

Article history: 

Received Aug 10, 2024 

Revised Dec 23, 2024 

Accepted Feb 27, 2025 

 

 A revolute-revolute-prismatic (RRP) spherical robot has been designed, 

simulated, built, and tested. The robot is intended to perform olive fruit 

harvesting tasks. The design simulation is done using hologram tools. The 
design factors considered include reach, dexterity, accuracy, and 

productivity. Based on the results of the holographic simulation, a prototype 

was built and tested on real olive fruits. The end effector is equipped with a 

rake tool so that the robot can harvest multiple fruits in each stroke. The 
robot is controlled by Raspberry Pi while a stereovision camera enables 3-D 

vision. Once the camera detects the fruits, an inverse kinematics algorithm is 

initiated to find the location of the fruits. The fruit coordinates are 

commanded to the manipulator to perform the harvesting. The field tests 
showed that the manipulator is successful in performing the harvesting 

operations. To increase the harvesting efficiency, it is recommended to build 

a larger prototype. 
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1. INTRODUCTION 

The traditional task of manual olive fruits harvesting is tiring and time consuming. In addition, in 

some cases, it may pose health risks for the workers; Korenevskiy et al. [1] proposed a method to determine 

the influence of risk factors on health. Furthermore, mathematical models for diagnosing occupational 

diseases of workers in contact with pesticides were presented by Al-Kasasbeh et al. [2], while pesticide-

induced diseases were early diagnosed by Al-Kasasbeh et al. [3] and Korenevskiy et al. [4] using decision 

support systems and fuzzy logic rules, respectively. In order to combat these issues, various solution are 

adapted; such as the deployment of farming mechanical equipment. For harvesting in particular, while 

mechanical harvesters are used in many scenarios, they cannot be used in difficult terrains or in farms with 

dry soils, as they can harm the roots. In addition, canopy acceleration resulting when harvesting by trunk 

shakers is correlated with fruit damage, Castro-Garcia et al. [5]. Therefore, this work introduces a robotic 

arm that is designed, built, and programmed to perform olive-harvesting task in these difficult situations.  

The expected saving is substantial since harvesting represents most of the work required for the olive 

plantation, Hidalgo et al. [6]. On average, a ton of olive fruits is worth US$550-900, while to harvest the same 

quantity, it costs US$350, Oliveoilsource [7].  

Many farming robots have been developed to perform agricultural operations and replace human 

workers, Vougioukas [8]. Tang et al. [9] discussed the integration of robotic systems in agricultural practices 

to enhance efficiency and accuracy. The study by Wang et al. [10] combined image processing and odor 

https://creativecommons.org/licenses/by-sa/4.0/
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sensing to improve mango ripeness classification. Luo and Tan [11] presented a deep learning model for 

estimating mango yield, aiming to automate and optimize production planning. Zhang et al. [12] used color 

sensors to accurately determine the ripeness of oil palm fruits, improving the harvesting process. Onishi et al. 

[13] reported the progress of robotics and vision technology in fruit harvesting. The size of lime fruit was 

graded by Chimlek et al. [14] based on image comparison ratio of the pixel radius. In this work, a rake is 

fixed at the end-effector to facilitate the harvesting process. Rakes have been used in agriculture for a variety 

of tasks, and new ones are being developed; one of them is a robotic rake implemented by Abana et al. [15] 

for mixing paddy in sun drying. 

The feasibility of a harvesting robot was investigated by Saputra et al. [16] using virtual simulation. 

A peduncle locking harvester was simulated by Wang and Zhou [17] using Adams software; the design was 

based on crank rocker mechanism. A synergistic robotic harvester was designed by Calvo et al. [18];  

the prototype features deep learning-based fruit detection using an RGB-D camera. A robotic arm was 

proposed by Thamboon et al. [19]; where the manipulator harvests the fruit by twisting the hand axis.  

Al-Habahbeh et al. [20] employed an algorithm to determine the accuracy of geometrical approach for 2DOF 

manipulator. Ahmad and Ayoub [21] presented a dynamic robot path planning system using neural network. 

A study was performed by Castillo-Ruiz et al. [22] to examine different types of olive harvesters, where one 

operator was involved with four types of harvesters, which lead to extremity disorders. However,  

this problem can be mitigated using active vibration isolation based on electromagnetic spring developed by 

Brown and Sukkarieh et al. [23]. 

 

 

2. METHOD 

This work builds upon the previous work performed [20], where they presented a smart robotic 

manipulator for harvesting olive fruits. However, in this work, the design of the robotic arm was improved 

which resulted in more efficient harvesting. For example, a rake was added to the end-effector to increase the 

harvesting efficiency. The new design was simulated, built, programmed, and tested. The proposed 

harvesting system is illustrated in the block diagram shown in Figure 1. 

 

 

 
 

Figure 1. Harvesting system operation 

 

 

The picking process is conducted using the rake tool positioned at the end of the robotic arm.  

The effectiveness of pneumatic comb harvesting machine in comparison with traditional methods of olive 

harvesting was evaluated by Patel and Bhavsar [24]. Olive fruit detachment force for different stalk twisting 

angles was measured by Al-Habahbeh et al. [25]. A platform for robotic harvesting was presented by Ibrahim 

[26]; it was used to test specific design choices on different conditions. The best harvesting rate of 42% was 

observed when using soft gripper combined with target tracking. However, in this work, by using the rake 

tool, a higher harvesting rate is expected. The proposed system comprises a motorized 3DOF robotic 

manipulator, an RGB stereo vision camera, and a velocity control algorithm installed on Raspberry Pi.  

In order to control the robot, the Raspberry Pi is connected to the computer using VNC software. 

 

2.1.  Conceptual design 

The proposed olive-fruit robotic harvester is shown in Figure 2. It is based on an RRP spherical 

manipulator design. Above the base there is a rotary motor-1 with vertical axis. It enables the horizontal 

motion of the robot. Another rotary motor-2 with horizontal axis is fixed on top of the first motor, which 

enables the vertical motion of the robot. Finally, a prismatic motor is fixed to the second motor, which 

enables the depth motion of the robot. This design enables the robot to reach the fruits position and perform 

the harvesting process.  
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Figure 2. A schematic diagram of the robotic manipulator [27] 

 

 

2.2.  Holographic simulation 

Based on the preliminary conceptual design, the next step is to perform kinematic and dynamic 

analyses. However, the design functionality should be verified first. This is best done using an effective 

simulation technique. Since holographic simulation can clearly represent the 3-dimensional functionality of 

the robot, it is selected in this work. It will help to visualize the various movements and processes conducted 

by the robot. After verifying the effectiveness of the model and making the necessary modifications, an 

experimental prototype will be built. To proceed with this approach, a holographic model based on the 

conceptual design is developed. The holographic model serves as a prototype which can be modified in order 

to achieve the required tasks. Hologram technology enables three-dimensional visualization of the robot and 

the tree together. First, the three-dimensional model of the robot is designed using Maya software, 3D Max, 

and Adobe Premiere. After constructing the model, it should be inspected for the suitability of using it in 

harvesting. This is done by moving it horizontally by 360° and vertically by 90°. The simulated movements 

ensure that the robot can perform the picking stroke. Holographic technology relies on displaying the content 

using light reflections on a display surface, where the viewing angle of the displayed content can reach 180°. 

The hologram display comprises several components including a specially-designed black box or 

hologram case with the following dimensions: 55 cm width × 43 cm height × 34 cm depth. The rest of the 

components are assembled inside the box. These components include a transparent plastic sheet measuring 

51.5 cm width × 42 cm height, and installed at an angle of 45°. This sheet is used to reflect the light of the 

contents produced by a 22” LG display screen. All components are integrated together using a Raspberry  

Pi-4, where the displaying process is streamed through it using the operating software. The 3D content is 

saved on a Flash memory. When the simulator is turned ON, the data on the SD card will identify the 

required files on the flash memory, and the process of streaming the video on the monitor begins. Next,  

the light reflection of the video appears on the plastic plate fixed at an angle of 45°. The assembled hologram 

case is shown in Figure 3 and the front view of the case is shown in Figure 4. 

 

 

 
 

Figure 3. The assembled Hologram case 

 
 

Figure 4. Front view of assembled Hologram case 

 

 

The holographic model of the robot harvester is shown in Figure 5. Since the robot must pick the 

fruits, it must be elevated by a platform as shown in Figure 6. The holographic model facing a fruit cluster is 

shown in Figure 7. The harvesting mechanism performed by the holographic model is shown in Figure 8. 

Consequently, the operational principle of the harvester is verified using holographic simulation. Based on 

the holographic simulation, the conceptual design seems to be effective in the harvesting process. Next, the 

dimensions of the links are adjusted so as to perform the harvesting process successfully. 
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Figure 5. Holographic model of the  

harvester 

 
 

Figure 6. The harvester model  

positioned on the platform 

 

 

 
 

Figure 7. The harvester model handling a  

fruit cluster 

 
 

Figure 8. The holographic  

model performing harvesting 

 

 

2.3.  Recognition system 

The recognition system was presented in a related work [20]. Robotic harvesters are normally 

moved based on algorithms trained to identify and locate the fruits, Mavridou et al. [28]. Therefore, in this 

work, image processing algorithms are employed for this purpose. Furthermore, instead of identifying a 

single fruit for each stroke, a modification is done to identify the center position of each fruit cluster, then the 

rake will be moved there to pick it up. 

 

2.4.  Picking system 

The picking system performs grasping and cutting operations using the rake fixed at the end 

effector. The detachment force was found for Grossay olive trees as 6.8 N. The rake tool used in this work is 

made of reinforced plastic. In order for the harvester to reach for the fruits, it is supported by a platform.  

In addition, the trolley-like platform provides mobility to move in the field.  

 

2.5.  Kinematic and dynamic analyses 

Inverse kinematics analysis is needed to ensure that the manipulator can reach the fruit cluster 

position and perform the picking process. A schematic diagram of the robot design is shown in Figure 2.  

The robot is designed based on the requirements of the harvesting process, where the average weight of olive 

fruit is 8 grams. In order to measure the force required for harvesting, a balance was attached to the rake 

while pulling the branch. For ten fruits, the force was 80 gm. The dimensions of the harvester are assigned as 

shown in Table 1. Based on the aforementioned characteristics, the DH parameters of the robot are shown in 

Table 2 and the transformation matrix for each joint is determined using (2). 
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Table 1. Dimensions of the harvesting robot 
Part Parameter Value 

Link-1 Length (L1) 50 cm 
Link-2 Length (L2) 30 cm 
Link-1 Angle range (α₁) 75° 
Link-2 Angle range (α2) 120° 

Link-3 (prismatic joint) Length (L3) 40 cm 

Vertical joint Range of motion (0-180)° 

Horizontal joint Range of motion (0-45)° 

Prismatic joint Range of motion 40-80 cm 

 

 

Table 2. DH parameters of the manipulator  
Link a_(i-1) α_(i-1) d_i  θ_i 

1 0 0 0 θ_1 
2 50 -90° 0 θ_2 
3 30 90° 40 0 

 

 

The maximum torque is calculated using (1): 

 

Max Torque= Max olive weight × Max arm length 

= 0.012 kg × 0.8 m 

= 0.0096 kg•m (1) 

 

𝑇𝑖−1
𝑖 = [

𝑐𝑜𝑠𝜃𝑖 −𝑠𝑖𝑛𝜃𝑖𝑐𝑜𝑠𝛼𝑖   𝑠𝑖𝑛𝜃𝑖𝑠𝑖𝑛𝛼𝑖
        𝑎𝑖𝑐𝑜𝑠𝜃𝑖

𝑠𝑖𝑛𝜃𝑖   𝑐𝑜𝑠𝜃𝑖𝑐𝑜𝑠𝛼𝑖 −𝑐𝑜𝑠𝜃𝑖 𝑠𝑖𝑛𝛼𝑖  𝑎𝑖𝑠𝑖𝑛𝜃𝑖
0
0

𝑠𝑖𝑛𝛼𝑖

0

𝑐𝑜𝑠𝛼𝑖

0
            

𝑑𝑖

1

] (2) 

 

Table 2 and (2) allow the calculation of the positions and orientations of all joints, based on the 

corresponding joint angles. In addition, they enable the determination of the overall transformation matrix  

for the end effector position and orientation (Frame 3) with reference to the base frame 0 (Frame 0). This 

transformation must be found in order to solve the forward kinematics of the manipulator, such that: 

 

𝑇3
0 = 𝑇1

0 ∗ 𝑇2
1 ∗ 𝑇3

2 (3) 

 

The end effector's position with reference to the base frame 0 can be written as: 

 

𝑋 = 0.01 ∗ 𝑐𝑜𝑠(𝑡1) ∗ (0.7𝑐𝑜𝑠(𝑡2 +  𝑡3)  −  0.04 ∗ 𝑠𝑖𝑛(𝑡2 +  𝑡3)  +  0.7 ∗ 𝑐𝑜𝑠(𝑡2) +  0.25) 

𝑌 = −(𝑠𝑖𝑛(𝑡1) ∗ (70 ∗ 𝑐𝑜𝑠(𝑡2 +  𝑡3) −  4 ∗ 𝑠𝑖𝑛(𝑡2 +  𝑡3) +  70 ∗ 𝑐𝑜𝑠(𝑡2) +  25))/100 

𝑍 = − (7 ∗ 𝑠𝑖𝑛(𝑡2))/10 − (1229^(1/2) ∗ 𝑐𝑜𝑠(𝑡2 +  𝑡3 −  𝑎𝑡𝑎𝑛(35/2)))/50 (4) 

 

For fruits detection and localization, a Kinect camera is used. The camera is fixed to the top of the platform. 

Open-source libraries provided by Libfreenect enable the camera to be compatible with Windows.  

In addition, it offers wrappers for languages such as Python and C++. The fruit location coordinates are 

communicated between the camera and the robot using a Python algorithm, where the pixels are transformed 

into (X, Y, Z) coordinates. Once the coordinates of the locations of both the camera and the robot are 

available, the transformation equations can be developed for all axes such that: 

 

𝑅𝑥 = 𝑆𝑥 ∗ (𝑥 + 𝑥0) 

𝑅𝑦 = 𝑆𝑦 ∗ (𝑦 + 𝑦0) ∗ 𝑐𝑜𝑠(𝑎) + 𝑆𝑧 ∗ (𝑧 + 𝑧0) ∗ 𝑠𝑖𝑛 (𝑎) 

𝑅𝑧 = −𝑆𝑦 ∗ (𝑦 + 𝑦0) ∗ 𝑠𝑖𝑛 (𝑎) + 𝑆𝑧 ∗ (𝑧 + 𝑧0) ∗ 𝑐𝑜𝑠 (𝑎) (5) 

 

where: 

Rx, Ry, Rz: robot coordinates 

Sx, Sy, Sz: scaling factors for the x, y, and z axes 

x, y, z: kinect camera coordinates 

x0, y0, z0: displacements 

a: angle of the kinect camera with respect to the horizon 
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Using the above equations, the angles of the Kinect camera can be solved. They only need to be 

calculated once, then they are usable as long as the positions of the robot and the Kinect camera do not 

change. The code results obtained for the Kinect camera must be converted to Cartesian coordinates, then a 

mask is applied to determine the location of the fruits. These coordinates are sent to the robot to move to the 

specified location and perform the picking stroke. Inverse kinematics is conducted by importing several 

functions from the robotics toolbox, such as DHR robot, RevoluteDH, and PrismaticDH. On the other hand, 

the Transformation matrix is defined using petercorke toolbox. By defining the DH parameters of the 

manipulator, it will manage to reach the fruits position. 

 

2.6.  Experimental prototype 

After completing the holographic simulation as well as the kinematic and dynamic analyses, the 

robot design has enough details and ready to be built. The components selected to build the robot along with 

their inputs and outputs are shown in Table 3. The experimental prototype of the robot is assembled as shown 

in Figure 9, which illustrates the fully-assembled prototype of the spherical RRP robot. Next,  

the prototype is deployed for testing in the field as shown in Figure 10; first it was prepared for testing by 

positioning it next to the tree and facing the fruits. During testing, the robot is fixed to a wheeled platform to 

enable mobility around the tree. Figure 11 shows the robot while performing the harvesting task. 

 

 

Table 3. Prototype components 
Component Input Output/Function 

Linear actuator; PFS 300, DC 12 V, 1,500 

N, 300 mm 
Input voltage, Control signals Extension/Retraction of linear actuator 

Servo motor-1; feetech, 35 kg, rotation 

range; (0-180)° 
Control signals for horizontal movement Used for vertical axis; Desired angle of 

rotation for horizontal movement 
Servo motor-2: feetech, 35 kg, rotation 

range; (0-60)° 

Control signals for vertical movement Used for horizontal axis; Desired angle of 

rotation for vertical movement 

Control Box cover- 2 channels with 

wireless remote control  

 

- 

Connection, signal transmission, and robot 

control 

Rake attachment - Stroke action for harvesting 

Metal Base plate  - Secure the robot and other components 

Step-up voltage Battery electrical voltage  Suitable voltage for operating the robot 

 
 

 
 

Figure 9. Spherical RRP robot prototype 
 

 

 
 

Figure 10. Preparing the prototype  

for testing 

 
 

Figure 11. The prototype harvesting  

the fruits 
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3. RESULTS AND DISCUSSION 

The robot prototype was successful in performing the harvesting operation. The picking success rate 

depends on multiple factors including rake design, vision system, and arm trajectory. The prototype 

workspace is shown in Figure 12. Before testing the prototype in the field, it should be calibrated, where the 

position accuracy is measured in the X, Y, and Z directions. The resulting errors of the rake positions  

are shown in Table 4, where the rake error in the X-position, Y-position, and Z-position are shown in  

Tables 4(a)-4(c), respectively. For most of the cases, it is noticed that the error is acceptable. 

In order to eliminate the higher error in some cases, the hardware must be rigged and calibrated.  

In addition, more precise motors must be installed. For the sake of improvement, some of the error sources 

have been identified. These are shown in Table 5. Several measures have been taken to reduce the error,  

such as adjusting the grasping mechanism, re-planning the trajectory, and re-calibrating the sensor.  

The prototype testing results are shown in Table 6.  

The accuracies of the X, Y, and Z rake positions are shown in Figures 13-15, respectively.  

For benchmarking, Alzoheiry et al. [29]; studied the performance of olive harvesting by shaking, focusing on 

the effects of frequency and amplitude. They obtained values for the fruit removal percentage (FRP) and 

degree of full-ripe fruit selectivity (DS); The maximum FRP value was 90.6%, and the maximum DS value 

was 78.58%. While in this work, a maximum picking success rate of 100% was achieved, as shown in Table 

6. However, the speed of shakers is higher. Therefore, for future work, increasing the speed of harvesting is 

one of the issues to be addressed. 

 

 

 
 

Figure 12. Prototype workspace 

 

 

Table 4(a). Rake error in the X-position 
Desired X position (m) Actual X position (m) Error (%) 

0 0 0 

0.05 0.03 40 

0.1 0.08 20 

0.15 0.11 26.7 

0.2 0.19 5 

0.3 0.25 16.7 
 

Table 4(b). Rake error in the Y-position 
Desired Y position (m) Actual Y position (m) Error (%) 

0 0 0 

0.05 0.04 20 

0.1 0.11 -10 

0.15 0.13 13.3 

0.2 0.21 -5 

0.3 0.28 6.7 
 

 

 

Table 4(c). Rake error in the Z-position 
Desired Z position (m) Actual Z position (m) Error (%) 

0 0 0 

0.05 0.03 40 

0.1 0.07 30 

0.15 0.1 33.3 

0.2 0.15 25 

0.3 0.25 16.7 
 

 

 

Table 5. Identified sources of error 
Trial number Picking success Remarks 

1 Yes Efficient harvesting 

2 Yes Grasping mechanism needs work 

3 No Trajectory issue 

4 Yes Optimal performance 

5 No Sensor calibration needed 
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Table 6. Prototype performance results 

Branch orientation 
No. of fruits  

on the branch 

No. of  

strokes 

No. of fruits  

picked successfully 

Time 

(sec) 

Picking success  

rate (%) 

South 11 3 9 10 82% 

South East 5 3 5 11 100% 

South West 3 1 2 9 67% 

South 4 2 4 11 100% 

South East 13 4 10 8 77% 

North 22 5 16 18 73% 

All 58 18 46 67 83% 

 

 

 
 

Figure 13. Accuracy of the rake X-position  

 
 

Figure 14. Accuracy of the rake Y-position 

 

 

 
 

Figure 15. Accuracy of the rake Z-position 

 

 

4. CONCLUSION 

A prototype of a robotic harvester has been designed, simulated, built, and tested on olive trees.  

The work started by defining the design requirements, which include harvesting irregular olive trees without 

using mechanical shakers, as they can harm the roots of the tree. Next, the concept design was defined as an 

RRP spherical manipulator with a static rake tool mounted at the end effector. This tool is simple,  

yet effective, as it can pick multiple fruits at the same time. It is made of reinforced plastics so that it doesn’t 

cause damage to the fruits. A holographic model based on the concept design was simulated to help in 

defining the trajectory and verifying the harvesting process. After that, kinematic and dynamic analyses have 

been performed, yielding essential values such as loads and DH-parameters. Finally, an experimental 

prototype of the robot was built and tested. Moreover, digital detection was used to identify the fruits.  

The key factors that were considered in the design of the prototype include the range, accuracy, and payload. 

Based on the obtained result, the process was very efficient with a small amount of error. The rake 

positioning was performed with high accuracy, which resulted in a picking success rate of 83%.  

As a recommendation for future work, it is advised to enlarge the prototype size to be more effective. 

However, this option requires higher cost of additional equipment and fabrication of gears, pulleys, belts, as 

well as bigger motors. 
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