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 Monitoring vital physiological parameters such as breathing rate (BR) is 

crucial for assessing patient health. However, current contact-based 

measurement methods often cause discomfort, particularly in infants or burn 

patients. This study aims to develop a non-contact system for monitoring BR 

using infrared thermography (IRT). This approach permits to detects and 

tracks the nose from thermal video, extracts temperature variations into a 

breathing signal, and processes this signal to estimate BR. The estimated BR 

is then classified into three health categories (bradypnea/normal/tachypnea) 

using k-nearest neighbors (k-NN). To evaluate system accuracy and 

robustness, experiments were conducted under three conditions: (i) stationary 

breathing, (ii) breathing with head movements, and (iii) specific breathing 

patterns. Results demonstrated high consistency with contact-based 

photoplethysmography (PPG) measurements, achieving complement of the 

absolute normalized difference (CAND) index values of 94.57%, 93.71%, 

and 96.06% across the three conditions and mean absolute BR errors of 1.045 

bpm, 1.259 bpm, and 0.607 bpm. The k-NN classifier demonstrated high 

performance with training, validation, and testing accuracies of 100%, 100%, 

and 99.2%, respectively. Sensitivity, specificity, precision, and F-measure 

results confirm system reliability for non-contact BR monitoring in clinical 

and practical settings. 
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1. INTRODUCTION 

Monitoring vital physiological parameters such as breathing rate (BR) is crucial for assessing patient 

health. BR, defined as the number of breathing cycles per minute, includes inspiration (inhaling oxygen) and 

expiration (exhaling carbon dioxide) [1]. Abnormal BR (tachypnea, bradypnea, or apnea) can serve as an 

early indicator of various respiratory diseases, including asthma, chronic obstructive pulmonary disease 

(COPD), and pulmonary thromboembolism [2], [3]. Despite its importance, BR is often undocumented due to 

the lack of accessible monitoring methods [4]. Current techniques typically require the attachment of sensors 

to the patient’s body, which can cause discomfort, stress, and even pain, particularly in children and burn 

patients [5]. 

Traditional BR monitoring methods involve assessing chest movements with respiratory belt 

transducers, electrical impedance, ECG, PPG morphology, capnography, or spirometry [6]-[10]. While these 

https://creativecommons.org/licenses/by-sa/4.0/
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methods are reliable, they are intrusive and may lead to sensor dislocation, which could compromise 

measurement accuracy or, in individuals with sensitive skin like infants or burn victims, cause irritation or 

even skin damage. Additionally, using disposable sensors, such as electrodes, increases complexity and costs, 

presents challenges in handling and hygiene, and contributes to medical waste [11]. Consequently, there is a 

growing demand for non-contact BR monitoring alternatives that improve patient comfort and optimize 

medical resources [12]. 

Several non-contact techniques have been proposed, such as audio analysis, doppler radar, magnetic 

induction, and imaging methods using RGB cameras an thermal imaging [13]-[16]. Each method has its 

limitations, including sensitivity to ambient noise, subject position constraints, high sensitivity to motion 

artifacts, and lighting conditions [17]. Thermal imaging, or infrared thermography (IRT), offers significant 

advantages due to its non-contact, non-invasive, and non-radiative nature, and does not require light, making 

it usable day and night [11], [12]. IRT is a technology that detects infrared radiation emitted by an object, 

converts it into temperature values, and generates a thermal image representing the temperature distribution 

[18]. Shaikh et al. [19] demonstrated that respiration data obtained via IRT shows no significant difference 

compared to data from respiratory inductance plethysmography, highlighting IRT as an effective, non-contact 

method for monitoring human respiration.  

IRT-based breathing function measurement relies on temperature differences observed in the nasal 

area during breathing cycles [19]. Abbas et al. [16] developed an algorithm to monitor the BR by analyzing 

temperature fluctuations around the nostrils [16]. Lewis et al. [20] employed IRT to observe temperature 

variations across the nostrils, accounting for different breathing patterns, including spontaneous, slow, and 

rapid breathing. The data collected from the thermal camera were primarily obtained under optimal 

conditions, characterized by minimal head movements and normal breathing [16], [19], [20]. In contrast, this 

study evaluates the effectiveness of our method in more challenging scenarios, such as head movements and 

breathing disorders. We evaluated the robustness of our approach in the presence of motion artifacts and 

assessed its accuracy and reliability across different breathing patterns. 

Lewis et al. [20] significantly advanced the use of IRT for obtaining the BR by tracking the nostrils 

with a Piecewise Bezier Volume Deformation model, while Jin Fei and Ioannis Pavlidis employed a network 

of probabilistic trackers to segment and track the nostrils [7]. However, these methods required manual 

selection of the region of interest (ROI) in the initial frame [7], [20], [21]. Moreover, tracking algorithms 

faced various challenges, such as failures during sudden or large head movements or when the subject 

opened their mouth, which often caused the breathing signal to have zero values [19], [20]. To address these 

challenges, this study utilizes a Haar Cascade classifier to automatically detect and track the nose region in 

thermal video, combined with a canny edge detector for nostril detection to enhance accuracy. An 

interpolation algorithm was also applied to prevent signal loss during tracking failures, which would 

otherwise result in zero-value signals. This interpolation method repairs the extracted signals, representing an 

innovative approach that has not been addressed in prior studies. 

Pereira et al. [12] applied a bandpass Butterworth filter to enhance the signal-to-noise ratio (SNR) of 

the breathing signal. Similarly, Ioannis Pavlidis employed a lowpass Butterworth filter to improve SNR and 

introduced a method for characterizing breathing patterns by calculating the mean dynamic breathing signal 

and identifying breathing cycles uding zero-cross thresholding [7]. Jagadev and Giri made a significant 

contribution in classifying the breathing signal using machine learning by using a k-nearest neighbour  

(k-NN) classifier to determine whether the subject exhibit normal or abnormal respiration or is specifically 

experiencing Bradypnea or Tachypnea [2]. In this study, we applied the Butterworth bandpass filter to reduce 

noise and enhance the SNR of the obtained breathing signal. After that, we implemented peak detection to 

automatically identify the breathing cycles in the filtered breathing signals and calculate the breaths per 

minute (BPM) value, thereby overcoming the limitations present in prior studies [7], [16], [19], [20], which 

necessitated manual intervention for the determination of BPM. Futhermore, we classified the breathing 

signals into three categories: bradypnea, normal, and tachypnea, using the k-NN algorithm. 

This study introduces a novel and reliable approach for contactless monitoring of BRs using thermal 

imaging. In contrast to other techniques that require manual selection of the ROI [7], [20], [21], this approach 

automatically detects the nose in the initial frame. We also use a canny edge detector to detect nostrils to 

make a more accurate and applied interpolation algorithm to prevent the zero value of breathing signal 

caused by missing ROI. While previous research validated their algorithms under optimal conditions with 

minimal head movements and normal breathing [16], [19], [20], we evaluate ours in more challenging 

situations, such as head movements and breathing disorders. Additionally, we employed machine learning, 

using a 10-fold cross-validation k-NN classifier, to classify breathing conditions and determine whether the 

person has normal breathing or conditions like bradypnea (slow breathing) or tachypnea (fast breathing). This 

system is expected to yield valuable insights into the application of thermal imaging for BR detection and 

present a promising non-contact alternative for healthcare professionals. 
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2. METHOD  

This section offers a detailed overview of the sequential steps involved in the effective monitoring 

of BR, as illustrated in Figure 1. The process begins with data acquisition using an infrared thermal camera, 

followed by ROI detection and tracking. Subsequent steps include ROM detection, breathing signal 

extraction, and filtering. The extracted BR values are then classified into bradypnea, normal, and tachypnea 

using a k-NN classifier. 

 

 

 
 

Figure 1. Overview of the system design 

 

 

2.1.  Data acquisition 

The experiments were conducted in the laboratorium room, where the temperature was controlled at 

24°C. The study involved ten volunteer participants, comprising males and females aged 18–25 years. They 

were seated comfortably and the IR camera connected to a laptop was positioned parallel to their faces. The 

data acquisition process is illustrated in Figure 2, showing Figure 2(a) the thermal imager and Figure 2(b) the 

experimental setup. The thermal imager used was the UTi260B model [22]. 

The camera was placed 0.25 meters from the subject, focusing exclusively on the facial area. Data 

was collected under three different conditions: (1) the subject was instructed to remain still and breathe 

normally, (2) the subject breathed normally while performing some head movements, and (3) the subject 

simulated deep, slow breathing (bradypnea) or shallow, rapid breathing (tachypnea). Videos were recorded at 

a frame rate of 10 Hz for 60 seconds per condition.  

 

 

  
(a) (b) 

 

Figure 2. Data acquisition (a) thermal imager used and (b) experimental setup 
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2.2.  Detection and tracking of ROI 

This approach relies on the temperature changes around the nostrils during the breathing cycle 

(inspiration and expiration). As cool air is inspired from the environment and warm air is expired from the 

lungs, IRT can precisely detect these temperature variations, as shown in Figure 3. To calculate the BR from 

the thermal video, the nose (ROI) must be automatically detected in the initial frame. 

The first step was face segmentation using the multi-level Otsu’s method [23]. In 1979, Nobuyuki 

Otsu [24] introduced an image thresholding technique based on clustering, allowing the division of an image 

into two categories: background and foreground. This algorithm employs discriminant analysis to determine 

the optimal threshold value (T*) by minimizing within-class variance (𝜎𝑊
2 ) or, alternatively, maximizing 

between-class variance (𝜎𝐵
2), as defined by (1), 

 

𝑇∗ = 𝑎𝑟𝑔 𝑚𝑎𝑥
1≤𝑇<𝐿

{𝜎𝐵
2(𝑇) = 𝜎2(𝑇) − 𝜎𝑊

2 (𝑇)}, (1) 

 

where 𝜎2 denotes the total variance, T represents the threshold value, and L corresponds to the gray levels. 

This equation can be further elaborated into (2), 

 

𝜎𝐵
2(𝑇) = 𝜔1(𝑇)[𝜇1(𝑇) − 𝜇]2 + 𝜔2(𝑇)[𝜇2(𝑇) − 𝜇]2. (2) 

 

here, 𝜔𝑖 represents the probabilities of the two classes (background and foreground), µ denotes the mean 

intensity of the original image, and µ𝑖 refers to the mean intensity of each respective class. Specifically, 1 and 

2 correspond to classes C1 and C2, respectively. 

Multi-level Otsu’s method was applied for face segmentation to effectively separate the subject’s 

face from the background, minimizing background noise that can affect detection accuracy in thermal 

imaging. This step ensures that only the largest region in the binary image corresponds to the face. After 

segmentation, the Haar Cascade classifier was used to detect the nose region within the segmented face. Haar 

Cascade is well-known for its efficiency in detecting facial features in digital images, even when objects are 

at different scales and orientations, making it suitable for this task [25]. Previous studies, such as those by 

Setjo and Faridah [26], have also demonstrated the effectiveness of this method in thermal imaging. By 

combining Otsu’s segmentation and Haar Cascade, our approach aimed to improve the accuracy and 

reliability of nose detection in thermal videos. 

 

2.3.  Identification of region of measurement 

In order to improve the SNR, a second and smaller ROI that focuses on the area around the nostrils, 

namely the Region of Measurement (ROM), is determined. ROM is identified for each tracked ROI by 

considering the nose edges and is found using the canny edge detector [26]. The nostril region, where 

temperature fluctuations occur during breathing, was then segmented. These temperature values were tracked 

over time, allowing us to extract the breathing signal based on the temperature changes associated with 

inspiration and expiration. 

 

2.4.  Extraction of breathing signal and signal processing 

The breathing signal extraction according to the average temperature value �̅�(𝑡) of the ROM for 

each frame is given by (3), 

 

�̅�(𝑡) =
1

𝑚𝑛
∑ ∑ 𝑠(𝑖, 𝑗, 𝑡)𝑛−1

𝑗=0
𝑚−1
𝑖=0 , (3) 

 

where 𝑠(𝑖, 𝑗, 𝑡) represents the temperature at pixel (𝑖, 𝑗) at time t, m is the width of the ROM, and n is its 

length. In (3) describes the process of extracting the breathing signal from thermal images by using the 

average temperature in the ROM for each image frame. The average temperature �̅�(𝑡) at time t is calculated 

by summing the temperatures at each pixel 𝑠(𝑖, 𝑗, 𝑡) within the ROM and dividing by the total number of 

pixels (𝑚𝑛). 

The extracted breathing signal undergoes post-processing to improve its quality and reduce noise. 

Due to difficulties in tracking the ROI in thermal video, not all acquired breathing signals display optimal 

morphology. When the nostrils are undetected, the signal may register as zero, leading to discontinuities.  

To resolve this issue, an interpolation algorithm replaces zero values by averaging the immediate neighboring 

values, effectively restoring continuity in the signal. Since the breathing signal typically has a low SNR-

affected by factors such as emissivity variations, camera response, temperature calibration, atmospheric 

conditions, and environmental reflections-a second-order Butterworth band-pass filter is applied, with 3 dB 

cutoff frequencies between 0.1 Hz and 0.5 Hz, to isolate the respiratory signal range and enhance clarity by 
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attenuating background noise. After filtering, peak detection is performed to identify the breathing cycles 

within the signal, which enables the calculation of BR in subsequent steps. 

 

2.5.  Breathing rate calculation  

The BR is calculated from the filtered breathing signal by counting the number of peaks in the 

signal profile, where the peaks correspond to expirations and the crests indicate inspirations. A complete 

breath cycle consists of one peak and one crest, and the total number of these cycles in a minute gives the 

BR. To evaluate the accuracy of the detected BR in comparison to the photoplethysmography (PPG) ground 

truth, the complement of the absolute normalized difference (CAND) index is computed, with a higher 

CAND value signifying better detection of vital signs. The CAND value is determined using (4): 

 

𝐶𝐴𝑁𝐷 = 1 −
|𝐺𝑇−𝑇𝐼|

𝐺𝑇
, (4) 

 

where 𝐺𝑇 represents the actual BR values obtained from PPG and 𝑇𝐼 represents the result obtained using the 

thermal imaging-based BR detection system. 

 

2.6.  Classification using k-NN 

The k-NN classifier, a non-linear supervised learning method, categorizes breathing signals into 

tachypnea, normal, and bradypnea without assuming data distribution. Using majority voting among its  

k-NN, it assigns unknown attributes to the dominant class [27]. The formulation of this algorithm in the 

training phase is defined by (5): 

 

𝑦 = 𝑓(𝑧), (5) 

 

where 𝑧 is a vector containing the extracted features, and 𝑦 represents the class (Normal, Tachypnea, or 

Bradypnea) that 𝑧 belongs to. In the testing phase, the classifier assigns classes to new instances according to (6): 

 

𝑦𝑞 = 𝑓(𝑧𝑞), (6) 

 

where 𝑧𝑞 represents the vector of query features, and 𝑦𝑞 is the predicted class (Normal, Tachypnea, or 

Bradypnea) for 𝑧𝑞. The k in k-NN refers to the number of nearest neighbors used to classify a test sample. 

Choosing the right value for k is crucial, as it significantly impacts the performance of the k-NN classifier. 

The goal is to find a balance between overfitting and underfitting. 

A total of 416 60-second breathing signals were sourced from the BIDMC PPG and respiration 

dataset [28] and an SQLite-driven database [29] for training the k-NN classifier, comprising 90 bradypnea 

signals, 200 normal breathing signals, and 126 tachypnea signals. The extracted features from these breathing 

signals included BPM and the count of normal and abnormal breaths within each signal, which were then 

input into the k-NN classifier. The dataset, containing both normal and abnormal breathing signals, is 

mathematically represented as shown in (7):  

 

𝐷𝑛 = {(𝑧𝑖 , 𝑦𝑖)𝑖=1
𝑛 |𝑧𝑖 ∈ ℝ𝑑, 𝑦𝑖 ∈ {𝑁𝑜𝑟𝑚𝑎𝑙, 𝑇𝑎𝑐ℎ𝑦𝑝𝑛𝑒𝑎, 𝐵𝑟𝑎𝑑𝑦𝑝𝑛𝑒𝑎}}, (7) 

 

where 𝐷𝑛 represents the dataset comprising of vectors 𝑧𝑖 and 𝑦𝑖 , wherein 𝑧𝑖 contains the BPM, number of 

normal and abnormal breath cycles in each signal, and 𝑦𝑖  identifies the class to which 𝑧𝑖 belongs. 

The dataset was initially split 7:3 for training and testing. The training dataset was further divided 

into a training set and a validation set using the cross-validation method. The training set contains data 

samples used for building the model, while the validation set holds back samples to evaluate the model’s 

performance. Cross-validation, a statistical method to assess a machine learning model’s accuracy on unseen 

data, typically involves the following steps: 

a) Randomly shuffle the dataset. 

b) Split the dataset into n groups, commonly 5 or 10. 

c) Each sample is used once and for model training n-1 times in the validation set. 

In this study, n was set to 10. The training data was randomly divided into 10 folds of approximately 

equal size. The first fold was used as the validation set, while the model was trained on the remaining 9 folds. 

This 10-fold cross-validation process generated 10 results, with the final result being their average. The testing 

dataset, consisting of breathing signals, was used to evaluate the final model’s performance and was kept 

separate until the model was fully developed.  
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The robustness and effectiveness of the k-NN classifier were assessed by calculating its training, 

validation, and testing accuracies. Furthermore, performance metrics such as sensitivity, specificity, precision, 

and F-measure were calculated for each class individually. The mathematical expressions used for these 

calculations are provided in (8) to (11), 
 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
, (8) 

 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
𝑇𝑁

𝑇𝑁+𝐹𝑃
, (9) 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
, (10) 

 

𝐹 −𝑀𝑒𝑎𝑠𝑢𝑟𝑒 = 2 ×
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛×𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦
, (11) 

 

where true positive (TP) refers to when subjects with normal breathing were correctly classified as normal, 

false positive (FP) refers to when subjects with normal breathing were wrongly classified as 

tachypnea/bradypnea, true negative (TN) refers to when normal subjects were correctly classified as not 

having tachypnea/bradypnea, and false negative (FN) refers to when unhealthy subjects (tachypnea/bradypnea) 

were wrongly classified as having normal breathing. 

 

 

3. RESULTS AND DISCUSSION 

This section provides a summary of all the experimental and numerical tests performed. The IR 

camera captured the temperature changes around the nostrils during breathing. The fluctuations in temperature 

caused by inspiration and expiration are illustrated in Figures 3(a) and 3(b), respectively. The Haar Cascade 

algorithm was implemented to automate the nasal ROI detection and tracking in the subject’s thermal video. 

Once the nasal ROI was detected, the canny edge detector was employed to identify the ROM. The ROM, a 

secondary ROI within the nasal ROI, focuses on the nostril to enhance the accuracy of breathing signal 

extraction. Figure 4 presents examples of the detected ROI and ROM, as well as the system’s tracking 

performance under various head movements. 

Specifically, Figure 4(a) shows an example of the detected ROI and ROM on the face.  

Figures 4(b)-4(d) demonstrate the system’s ability to track the ROI and ROM under various head 

movements. In Figure 4(b), accurate tracking is observed when the subject’s head is in a neutral position. In 

Figure 4(c), the system successfully adjusts and continues tracking despite an upward movement. Figure 4(d) 

shows the system maintaining focus on the nose even during a head tilt, demonstrating robustness in 

challenging orientations. These results highlight the system’s adaptability to head movements, ensuring 

reliable detection and tracking of breathing signals, which is essential for accurate non-contact BR 

monitoring. 

These findings directly address gaps identified in previous research. Prior studies [7]-[21], required 

manual selection of the ROI in the initial frame and faced challenges during large or abrupt head movements, 

often resulting in zero-value breathing signals. Moreover, tracking algorithms from earlier works struggled 

with motion artifacts, which compromised the continuity and reliability of the breathing signal. In contrast, 

this study implements a fully automated approach using the Haar Cascade classifier for nasal ROI detection 

and the canny edge detector for nostril segmentation, enhancing accuracy and robustness. These 

improvements ensure consistent performance despite head movements, overcoming key limitations of 

previous methods. 
 
 

  
(a) (b) 

 

Figure 3. Temperature variation around the nostrils during (a) inspiration and (b) expiration 
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(a) (b) (c) (d) 

 

Figure 4. ROI and ROM tracking: (a) detected in thermal video, (b) in a neutral head position, (c) during 

slight upward head movement, and (d) during head tilt to the side 

 

 

While nostrils did not move out of the camera’s view in this study, we incorporated a preventive 

interpolation step to address potential zero-value breathing signals that could arise in clinical settings.  

If nostril tracking were to fail, resulting in zero values, this algorithm would replace them with the average of 

surrounding data points. This approach fills in data gaps and smooths out abrupt signal jumps, helping 

maintain a continuous and consistent signal morphology. Consequently, the breathing signal remains reliable 

for further analysis, reducing the risk of misdetection from sudden zero-value interruptions. This interpolation 

method represents an innovative approach not addressed in prior studies, further bridging the identified 

research gap. 

The extracted breathing signals generally exhibit low SNR. Hence, the signal was filtered using a 

second-order Butterworth bandpass filter, with a lower cutoff frequency set at 0.1 Hz and an upper cutoff of at 

0.5 Hz. Figure 5 presents a comparison between the raw and filtered breathing signals extracted from thermal 

videos. Specifically, Figure 5(a) shows the raw breathing signals, while Figure 5(b) displays the signals after 

filtering. The Butterworth bandpass filter effectively reduced noise, resulting in smoother signals with more 

apparent periodic patterns, where inspiratory peaks and expiratory troughs are more easily identified. While 

there was a slight amplitude shift between the raw and filtered signals, this did not affect the accuracy of BR 

detection, as the filter preserved the signal morphology, ensuring peak and trough identification remained 

reliable. After that, peak detection algorithms were applied to identify the peak and valley in the breathing 

signal, indicating the breathing cycle’s inspiration and expiration phases. One breathing cycle consists of one 

inspiration phase and one expiration phase, defined as the distance between consecutive peaks or consecutive 

valleys. Thus, the BR can be calculated by one minute’s total number of breath cycles. 
 

 

 
(a) 

 

 
(b) 

 

Figure 5. Extracted breathing signal (a) before filtering and (b) after filtering 
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3.1.  Breathing rate calculation 

This study evaluates respiratory rate estimation from thermal video recordings under three different 

conditions: (i) stationary normal breathing, (ii) head movement with normal breathing, and (iii) abnormal 

breathing patterns such as bradypnea or tachypnea. 

Table 1 presents the performance of the proposed algorithm across these conditions. In condition 1 

(C1), where subjects maintained a stationary posture while breathing normally, the algorithm demonstrated a 

high candidate index (CAND) of 94.57% on average, with values ranging from 91.03% to 99.65%.  

The mean absolute error (MAE) in respiratory rate estimation was 1.045 bpm, with the highest observed error at 

1.77 bpm and the lowest at 0.07 bpm. These results indicate that the algorithm performs accurately under static 

conditions. 

In condition 2 (C2), where subjects performed head movements while maintaining a normal 

breathing pattern, the algorithm remained robust, achieving an average CAND index of 93.71%, with values 

ranging from 87.31% to 99.77%. However, due to motion artifacts introduced by head movements, there was 

a slight increase in the MAE to 1.259 bpm. The highest individual error recorded in this condition was 2.73 

bpm, while the lowest was 0.04 bpm. This suggests that while the method remains effective in dynamic 

settings, additional motion compensation techniques may be required to enhance accuracy. 

In condition 3 (C3), which involved abnormal breathing patterns such as bradypnea and tachypnea, 

the algorithm maintained strong performance, achieving an average CAND index of 96.06%, with values 

ranging from 91.30% to 99.77%. The MAE was reduced to 0.607 bpm, with the highest error recorded at 

1.23 bpm and the lowest at 0.04 bpm. These findings indicate that the proposed method is well-suited for 

detecting irregular respiratory patterns with high precision. 

Overall, the results confirm that the proposed algorithm provides accurate respiratory rate estimation 

even under conditions involving motion artifacts and abnormal breathing patterns. The slight performance 

degradation observed in condition 2 (C2) suggests that further improvements in nasal tracking algorithms  

and motion compensation techniques could enhance robustness in dynamic environments. Future studies  

should focus on validating the method with a larger and more diverse dataset to strengthen its clinical 

applicability. 

 

 

Table 1. Performance evaluation of system using CAND index and MAE 

Subject 

C1 C2 C3 

𝑅𝑅𝐺𝑇 

(bpm) 

𝑅𝑅𝐼𝑅𝑇 

(bpm) 

Error 

(bpm) 

𝐶𝐴𝑁𝐷 

(%) 

𝑅𝑅𝐺𝑇 

(bpm) 

𝑅𝑅𝐼𝑅𝑇 

(bpm) 

Error 

(bpm) 

𝐶𝐴𝑁𝐷 

(%) 

𝑅𝑅𝐺𝑇 

(bpm) 

𝑅𝑅𝐼𝑅𝑇 

(bpm) 

Error 

(bpm) 

𝐶𝐴𝑁𝐷 

(%) 

S1 21.93 23.36 1.43 93.48 17.13 18.47 1.34 92.18 24.83 25.64 0.81 96.74 

S2 19.73 21.50 1.77 91.03 21.56 23.83 2.27 89.47 24.56 24.00 0.56 97.72 
S3 17.50 17.05 0.45 97.43 17.83 19.52 1.69 90.52 9.48 9.00 0.48 94.94 

S4 18.78 19.89 1.11 94.09 21.52 24.25 2.73 87.31 27.52 26.48 1.04 96.22 

S5 21.87 23.07 1.20 94.51 20.43 21.35 0.92 95.49 10.95 11.00 0.05 99.54 
S6 17.56 19.04 1.48 91.57 20.63 21.00 0.37 98.21 21.56 21.61 0.05 99.77 

S7 20.13 21.20 0.07 99.65 20.52 21.42 0.90 95.61 10.12 11.00 0.88 91.30 

S8 17.83 16.96 0.87 95.12 21.10 20.1 1.00 95.26 10.77 12.00 1.23 88.58 
S9 18.98 20.58 1.60 91.57 19.85 18.52 1.33 93.29 10.16 10.33 0.17 98.33 

S10 16.95 17.42 0.47 97.23 17.12 17.08 0.04 99.77 31.51 30.71 0.80 97.46 

MEAN - - 1.045 94.57 - - 1.259 93.71 - - 0.607 96.06 

 

 

3.2.  Classification using k-NN 

After calculating the BR, the k-NN classifier was employed to categorize the breathing signals into 

three conditions: tachypnea, normal, or bradypnea. Key features used for classification included the number 

of normal and abnormal cycles, as well as the calculated BR values. Breathing cycles were classified as 

normal if their duration ranged from 2.5 to 5 seconds per cycle; durations outside this range were considered 

abnormal. The k-NN classifier was trained using 416 breathing signals comprised 90 bradypnea, 200 normal 

breathing, and 126 tachypnea signals. The data was split into training and testing sets with a 7:3 ratio.  

To determine the optimal k value, validation accuracy was calculated for k values between 1 and 9, as shown 

in Figure 6. Based on Figure 6(a), the most effective k value is k=1, with the best validation accuracy of 

100% and training accuracy of 100%. This indicates that the model can correctly classify the training data 

using the nearest neighbor. 

With k=1 selected as the optimal value, the testing accuracy of the trained k-NN model was 

assessed, resulting in a testing accuracy of 99.2%. These results demonstrate the model’s ability to maintain 

high accuracy on unseen data The confusion matrix generated by the k-NN classifier during testing is 

illustrated in Figure 6(b). The classifier’s performance is further assessed by calculating each class’s 
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specificity, sensitivity, precision, and F1-score, as detailed in Table 2. These metrics offer insight into the 

model’s accuracy in correctly identifying positive and negative classes. The results indicate that the k-NN 

model with the optimal k value is reliable for classification applications, demonstrating excellent 

performance in detecting and classifying data. 

Our study focused on classifying three respiratory conditions-normal, bradypnea, and tachypnea-

achieving higher accuracy than previous research, with 100% for training and validation, and 99.2% for 

testing. In contrast, prior work classified four conditions and reported accuracies of 98.59% (training), 99.5% 

(validation), and 98% (testing). Furthermore, our system was tested under three video data variations, 

including movement scenarios, demonstrating its robustness in dynamic environments. These results 

highlight the reliability and practical applicability of our non-contact BR monitoring approach. 

 

 

 
 

(a) (b) 

 

Figure 6. Results showing (a) accuracy values from 10-fold cross-validation of the k-NN classifier across 

various k values, and (b) the confusion matrix generated by the k-NN classifier during testing with k=1 

 

 

Table 2. Statistical evaluation of the 10-fold cross validation k-NN classifier for each class at k=1 
Class Spesificity Sensitivity Precision F1-score 

Bradypnea 1.00 1.00 1.00 1.00 

Normal 1.00 0.9872 1.00 0.9936 

Tachypnea 0.9882 1.00 0.9756 0.9876 

 

 

4. CONCLUSION 

This study presents a reliable non-contact system for monitoring respiratory rate using IRT.  

By tracking nasal temperature fluctuations during inspiration and expiration, the proposed method effectively 

estimates BR with high accuracy across different conditions. The integration of Haar Cascade, Canny edge 

detection, and a Butterworth bandpass filter enhances signal quality, while a k-NN classifier enables reliable 

classification of breathing patterns. Experimental results demonstrate the system’s strong performance, 

achieving CAND indices of 94.57%, 93.71%, and 96.06% for stationary, moving, and abnormal breathing 

conditions, respectively, with low MAE. The k-NN classifier further validated its effectiveness with 99.2% 

accuracy in testing. These findings highlight the potential of IRT for non-invasive respiratory monitoring in 

clinical and home settings. Future work should focus on optimizing the algorithm for diverse patient 

populations and integrating the system into real-time healthcare frameworks for early detection of respiratory 

disorders. 
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