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 Cognitive radio networks positively impact the performance of wireless 

communications and have proven to be an excellent alternative for efficient 

and effective use of the radio spectrum. However, few proposals 
collaboratively work on decision-making in decentralized cognitive radio 

networks. The present work refers to a novel method and device that reduces 

the rate of channel changes during secondary user communications in 

decentralized cognitive radio networks through a collaborative spectral 
decision between several secondary users while allowing multiple secondary 

users access to the network. This proposal consists of a multi-user unit that 

regulates the access of multiple secondary users (SUs) to the spectrum, a 

priority unit that guarantees timely access to the SUs according to their level 
of importance, and a prediction unit that forecasts the arrival time of the 

primary user (PU). This multichannel unit regulates the assignment of 

multiple spectral opportunities to the SU according to the type of application 

it is using and a unit of deep learning that determines which spectral 
opportunity(s) are most suitable for each SU and spectral allocation. The 

results obtained allow us to satisfactorily validate the proposal developed 

and corroborate the importance of collaborative work in decision-making to 

select spectral opportunities. 
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1. INTRODUCTION 

Most research work in cognitive radio is based on a centralized network, where all the information 

is organized in one place, and accessing it is easier and more beneficial for decision-making. However, 

although the observation and global knowledge of the network have advantages, for large-scale systems and 

applications in public safety networks, it is not the best option, the increase in measurement costs, the 

complexity of the system, the amount of information that must be controlled, added to the imbalance and 

potential chaos if the base station fails (vulnerability). This makes it a non-feasible architecture for all 

cognitive radio network (CRN) structures [1]. In the case of distributed networks, such as mobile ad-hoc 

networks or MANET (mobile ad-hoc network), they are characterized by their high mobility, autonomy, 

adaptation, and independence; their applications are found in scenarios involving land vehicles (VANET), 

unmanned aerial vehicles [2], urban surveillance and search or rescue missions [3]. However, the lack of 

infrastructure, dynamic topology, rapid deployment, and harsh application environments make MANET 

vulnerable to a wide range of security attacks [4]-[6]. In addition, the power consumption and delay is high 

[5], the bandwidth is low as well as its performance due to frequent link failures [3], [6], [7]. The above 
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problem can be solved if the responsibility for the information is distributed among different control points, 

the basic criterion of the decentralized cognitive radio network (DCRN). Now, because DCRNs do not 

centralize the information and management of the network, the concept of collaboration between secondary 

user (SU) for decision-making is important [8]-[10].  

The present invention relates to a device that reduces the rate of channel changes during SU 

communications in DCRNs. This through a collaborative spectral decision between several SUs while 

allowing multiple SUs access to the network. In addition, adequate spectral allocation improves the 

performance of spectral mobility in CRNs (smart wireless networks), positively affecting the quality-of-

service parameters of decentralized mobile communications. 

The method and device proposed for the collaborative spectral assignment of multiple users in 

DCRNs is composed of a global positioning system (GPS) that allows the exact location of the SU to be 

determined, a clock that allows to determine the date and time of each spectral detection, a spectral 

information storage unit/process that allows to save, order and analyze the spectral information detected by 

the SU and that exchanged with other SUs, three micro SD memories that allow spectral information to be 

stored, a spectral information exchange unit/process to regulate the method of information exchange between 

SUs, a multi-user collaborative spectral assignment unit/process, composed in turn off: a multi-user 

unit/process that regulates the access of multiple SUs to the spectrum, a priority unit/process that ensures 

timely access to SUs according to their level of importance, a prediction unit/process that forecasts the time 

of arrival of a PU to the spectral opportunity used by the SU, a multi-channel unit/process that regulates the 

allocation of multiple spectral opportunities to the SU according to the type of application you are using, a 

deep learning unit/process that determines which spectral opportunity(s) are most appropriate for each SU 

and spectral mapping. Currently, there is no similar solution in the current literature or in the state of the art 

at the patent level.  

 

 

2. RELATED WORKS 

In the search for works related to this proposal, only two works related to the topic of collaborative 

spectral assignment in CRNs were found, but without taking into account the aspect of multiple access and 

decentralization. The work done in [8] refers to a method for the intelligent selection of spectral opportunities 

in CRNs, which improves the performance of mobility in CRNs, modifying their behavior dynamically, 

according to the requirements and parameters of the user's communication. The proposed method is 

composed of a control unit coordination the selection process of the best spectral opportunity according to 

spectrum characteristics and user requirements. Through an adaptive selection unit, according to certain 

information parameters: type of application, supply-demand relationship, traffic pattern, and traffic level, the 

most appropriate available channel selection mechanism is chosen from three different ways: feedback, 

through the feedback allocation unit, multichannel, through the multichannel allocation unit, and prediction, 

through the unit of prediction. This is based on the following decision criteria: the probability of channel 

availability, estimated time of channel availability, the signal-to-noise ratio of the channel, and channel 

bandwidth. 

By the above, Giral-Ramírez et al. [8] has some similarities with the present proposal, it differs in 

several important respects; first, in the present proposal, the spectral allocation method is collaborative, 

through the exchange of information between secondary users, and not centralized as in [8]; second, that this 

proposal allows access by multiple SUs and [8] does not have such a capability; third, that this proposal  

prioritizes the performance of some secondary users while [8] it doesn't; fourth, that the present invention 

works with a machine learning technique called deep learning, while [8] performs multi-criteria  

decision-making. 

The work done in [9] describes allocating joint resources of cognitive cooperative networks based 

on utility optimization. According to the method, master and slave users of a CRN share spectrum resources 

and perform the transmission of information. Master users occupy the corresponding authorized frequency 

bands for communication, and slave users communicate through a direct transmission or cooperative 

transmission mode under the condition that they do not interfere with the communication of master users. A 

network resource scheduler receives service requests from slave users, models a slave user co-utility 

function, performs optimized sub-channel allocation, transmits power from slave users and optimized 

selection of cooperative relay modes based on the utility maximization rule. According to the invention, the 

resource sharing of the cognitive cooperative network spectrum can be done effectively, and the network's 

overall performance can be improved. 

Accordingly, the present proposal differs in several important respects; first, the spectral allocation 

method is collaborative, through the exchange of information between SUs, in the present proposal, and not 

from the connections as in [9]; second, that this work solution it is not geared towards the spectral assignment 

and is not intended to reduce the rate of channel changes, whereas the present invention is; third, that the 
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present invention allows access by multiple SUs and the [9] does not have such capability; fourth, that the 

present invention prioritizes the performance of some SUs while [9] does not; fifth, that the present invention 

works with a machine learning technique called deep learning, while the [9] use utility functions. 

 

 

3. CONCEPTUAL FOUNDATIONS 

3.1.  Spectral opportunity 

A spectral opportunity is a spectral resource available in a frequency band. Spectral opportunity is 

also called available frequency, channel, spectral resource, white space, or spectral gap [10]. The objective of 

this proposal is to be able to select the most appropriate spectral opportunity for the SU. 

 

3.2.  Cognitive radio networks 

CRNs are the evolution of wireless networks [11]. The main characteristics of cognitive radio, 

which give it all its capabilities, are cognitive ability and reconfigurability [12]. However, CRNs pose 

challenges in spectrum management due to the fluctuating nature of the available spectrum and the quality of 

service (QoS) requirements of wireless applications [12]-[15].  

CRNs can be classified into infrastructure or non-infrastructure architecture [11]. Infrastructure-

based CRNs can be further classified into centralized or decentralized; infrastructure-free CRNs are referred 

to as distributed networks [11]. By the above, NRCs can operate with several approaches, each with 

advantages and disadvantages, and their use depends on the application. A hybrid model is DCRNs; this 

architecture is characterized by using the advantages of centralized and distributed networks together. 

Decentralized architectures have infrastructure and are easy to implement, among other advantages [11]. 

Because of the above, the decentralized approach is an efficient option for large networks.  

 

3.3.  Spectral decision 

After performing the spectrum detection, the SU must decide the best spectral opportunity. This 

process must satisfy the QoS requirements and must also include the actions taken by other users as a 

parameterization criterion. Inadequate decision-making affects the QoS parameters such as latency, 

throughput, reliability, signaling, interference, energy efficiency, bandwidth, signal-to-noise plus interference 

ratio (SINR), and error rate.  

Accordingly, spectral decision is a key function in NRCs [16], [17]. Decision-making is a process 

that seeks to select the best spectral alternative from a finite set of possibilities, allowing SUs to generate a 

sequence of actions that will lead to the achievement of their goals. Given the complexity of this process, 

solutions must be efficient due to the high volumes of information and the minimal requirements of each 

particular application [18], [19].  

 

3.4.  Spectral handoff 

Spectrum mobility or spectral handoff can be defined as the process in which a cognitive radio user 

changes its operating frequency for one of several reasons [20]-[22]. According to recent research,  

spectral mobility significantly impacts CRN's performance and is highly dependent on the selection of the 

spectral opportunity that is made during the spectral decision process [23]-[25]. The goal of  

selecting the most appropriate spectral opportunity for the SU can significantly reduce the number of  

spectral handoffs. 

 

 

4. PROPOSED DEVICE 

According to Figure 1, the device for collaborative spectral assignment of multiple users in DCRNs 

is composed of a user detection unit (1), a GPS unit (3), a clock (4), an information storage unit (5), a spectral 

information exchange unit (12), and a spectral allocation unit (19). Where the storage unit (5) consists of a 

controller 1 (6), a micro SD1 memory (7), a micro SD2 memory (8), a micro SD3 memory (9), an arithmetic 

unit 1 (10), and a register 1 (11). The spectral information exchange unit (12) consists of a controller 2 (13), 

an arithmetic unit 2 (14), a comparator 1 (15), a comparator 2 (16), a register 2 (17), and a register 3 (18). 

And the multi-user collaborative spectral allocation unit (19) consists of a controller 3 (20), a memory 4 (21), 

an arithmetic unit 3 (22), a processor (23), a multi-user unit (24), a priority unit (25), a prediction unit (26), a 

multichannel unit (27), a deep learning unit (28), and finally, the spectral allocation (29). The operation of the 

proposed device is described in detail in the proposed method section. 
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Figure 1. Functional block diagram of the appliance 

 

 

5. PROPOSED METHOD 

The proposed method is composed of a GPS that allows to determine the exact location of the SU,  

a clock that allows to determine the date and time of each spectral detection, a unit/process of storage of 

spectral information that allows to save, order and analyze the spectral information detected by the SU and 

that exchanged with other SUs, three micro SD memories that allow spectral information to be stored, a 

spectral information exchange unit/process to regulate the method of information exchange between SUs, a 

multi-user collaborative spectral allocation unit/process, which in turn consists of: a multi-user unit/process 

that regulates the access of multiple SUs to the spectrum, a priority unit/process that ensures timely access to 

SUs according to their level of importance, a prediction unit/process that forecasts the time of arrival of a PU 

at the spectral opportunity used by the SU, a multi-channel unit/process that regulates the assignment of 

multiple spectral opportunities to the SU according to the type of application it is using, a deep learning 

unit/process that determines which spectral opportunity or spectral opportunities are the most suitable for 

each SU and finally, spectral assignment. This method will be described in made from four phases: the 

collaborative phase, the spectral information storage phase, the spectral information exchange phase, the 

spectrum allocation phase, and the deep learning phase.  

 

 

5.1.  Collaborative phase 

Figure 2 describes the collaborative phase of the proposed method, which comprises two 

procedures: an independent spectral detection performed by each SU, and an exchange of spectral 

information between different SUs. According to Figure 2, the proposed method starts (I) by setting a first 

timer to zero (II) to determine how long the first procedure should take. The first procedure begins with 

reading the GPS and the clock (III) to identify the area to which the information measured from the spectral 

detection (III) belongs and the corresponding date and time when said spectral detection is made. Once a Fi 

has been detected, it is checked if it has been previously detected during the same instant of time (IV) from 

the DBsenseFi list; if so, it is discarded, and a new one is searched. If the detected Fi is not in the DBsenseFi 

list, then its corresponding spectral information (V) is saved; this process is described in more detail in Figure 3. 

Once the spectral information of the newly detected Fi frequency is stored, it is added to the DBsenseFi (VI) 

list so that it is not detected again during the corresponding instant. Suppose the spectral detection cycle is 

performed for the first time and during the first week.  
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Figure 2. Collaborative phase diagram 

 

 

In that case, the duration of the cycle will be approximately one hour, during which time it must 

detect for 180 consecutive instants of time, 423 GSM frequency channels (124 of GSM 850 and 299 of GSM 

1900); but if the cycle is performed after the first week, an analysis of all the information stored during the 
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first week is carried out and it is determined which are the best N (N can vary around 50) Fi frequencies. 

Only those N Fi are monitored, from the second week onwards, which would only take about 5 minutes. The 

next step is to check if the first timer reached the value of 60 minutes or 5 minutes (VII), depending on the 

week of execution of the method (first or second onwards). Suppose the first timer has not yet reached the 

time limit. In that case we proceed to check whether all the necessary spectral information (VIII) has already 

been stored, i.e., the 423 Fi for 180 instants of time; if it is the first week, or the N Fi for 180 instants of time 

if it is the second week onwards. If all the necessary spectral information has not yet been obtained, then 

check if all the Fi of interest (IX) have already been detected; if not, proceed to step (III); on the contrary, all 

the Fi of interest have already been detected, proceed to delete the DBsenseFi list (X) and return to step (III). 

Going back to step (VIII), if all the necessary spectral information has been stored, then the second timer (XI) 

is initialized to zero, the same step that would have to be executed if, in (VII), the first timer reaches the 

predetermined time limit. Once the second timer (XI) is restarted, the first procedure remains in a loop for 

one hour, waiting for a request to transmit information from the user (XII); if there is one, then the SU multi-

user collaborative spectral assignment process (XIII) is carried out. This loop repeats until the second timer 

reaches 60 minutes (XIV). When this happens, the DBsenseFi (XV) list is cleaned up, and we start the 

second procedure, which corresponds to the exchange of information between SU. 

In the second procedure, the first step is to reset the first meter (XVI) and detect some SU within a 

radius of 2 km (XVII); when one is detected it is determined if said SU is available (XVIII), if not, it is 

returned to step (XVII) to detect a new SU; if, on the other hand, the SU is available, the process of 

exchanging spectral information between the two SUs (XIX) is initiated, a process described in greater detail 

in Figure 4. Subsequently, the SU is included in a list called DBsenseSUi (XX), which has a capacity for 2K 

users. The next step is to check if the first timer reached the value of 5 minutes (XXI); if not, it is verified if 

the K spectral information exchanges (XXII) have been reached; K will be a parameter that will be 

dynamically adjusted according to the information obtained from the exchanges. If the K exchanges are still 

not reached, the second procedure goes to step (XVII). Otherwise, the second timer (XXIII) is restarted, the 

same step that would have to be executed if, being in (XXI), the first timer reaches the predetermined time 

limit. Once the second timer (XXIII) is restarted, the second procedure remains in a loop for one hour, 

waiting for a request to transmit information from the user (XXIV); if there is one, then the process of 

spectral assignment of the SU (XXV) is carried out, this process is described in greater detail in Figure 5. 

This loop repeats until the second timer reaches 60 minutes (XXVI). When this happens, everything starts 

over from step (II), restarting the first timer and returning to the first procedure. 

 

5.2.  Spectral information storage phase 

Figure 3 describes the spectral information storage phase. According to Figure 3, this phase begins 

(XXVII) by reading the GPS and the clock and identifying the frequency and power of the detected Fi 

(XXVIII). Then the zone to which the spectral data belongs is verified; if it is in the area of residence, which 

corresponds to zone 1 (XXIX), it is stored in the micro SD1 memory (XXX); if, on the other hand, it is in the 

work zone, which corresponds to zone 2 (XXXI), it is stored in the micro SD2 memory (XXXII), and if it is 

not in either of the previous two, then it is saved in micro SD3 (XXXIII) memory. The capacity of the three 

micro SD memories is 182×424=78 kB, which corresponds to 78 kB×3=234 kB or higher; for our invention, 

a memory of 1 MB is selected. After selecting the micro SD memory corresponding to the spectral data 

measurement area, the position in the memory is located according to the time and frequency value of the 

spectral data (XXXIV), and the spectral data (XXXV) is saved. Subsequently, it is verified if the power 

database is full (XXXVI); if not, the process of storing the spectral information (XXXIX) is completed, and 

the return to step (VI) of the collaborative phase in Figure 2 is completed. If, on the other hand, the database 

is full, the parameters D (channel availability), I (channel interference), E (channel error rate), and CCD 

(contiguous channels available) (XXXVII) are calculated. Then, the C, I, E, and CCD parameters are 

normalized and loaded into the EX-R (XXXVIII) information exchange vector. Finally, the process of storing 

the spectral information (XXXIX) is finished. 

There are four decision parameters: channel availability (D), channel interference (I), channel error 

rate (E), and number of contiguous channels available (CCD). These are measured from the signals of power, 

probability of error, and signal frequency. The Parameter D corresponds to the analysis of the normalized 

duty cycle of each power signal that are potential spectral opportunities. Parameter I is calculated from the 

power of adjacent channels during each instant of time and the channel changes made by SUs after the arrival 

of a primary user (PU). Parameter E is calculated from the percentage of failed packets and the number of 

retransmissions of packet, for each frequency channel. The CCD parameter is measured from the number of 

available contiguous channels that are tracked at both the top and bottom of the channel's center frequency to 

be analyzed. 
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Figure 3. Spectral information storage diagram 
 
 

5.3.  Spectral information exchange phase 

Figure 4 depicts the phase of spectral information exchange between SUs. According to Figure 4, 

this phase begins (XL) by reading the GPS and the clock (XLI). It is then verified if the exchange is 

significant (XLII), that is if the information to be exchanged for the date, time, place, and frequency is 

already in the database of both SUs. If the exchange is not significant, the exchange of information is 

terminated (XLIII), and the present phase (LIV) is terminated; but if, on the other hand, the exchange is 

significant, it is determined if it is the first exchange to be made by the SU (XLIV), if so, RP is initialized 

with one and the EX-X vector is loaded with the information of the vector EX-R (XLV). Then it is directed 

to step (XLVII). In case it is not the first exchange, the EX-X vector is loaded with the following 

information: [(EX-X vector)×RP+(EX-R vector)]/(RP+1) and incremented by one RP unit, and then directed 

to step (XLVII). In step (XLVII), the two secondary users exchange the EX-X and RP vectors. Then, the 

received vectors EX-X and RP are loaded into the vectors EX-I and RPI, respectively (XLVIII). Then, the 

EX-X vector is updated with the following information: [(EX-X vector)×RP+(EX-X vector)×RPI]/(RP+RPI) 

and RP is also updated with RP+RPI (XLIX).  
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Figure 4. Spectral information exchange diagram 

 

 

Next, it is determined if one week has elapsed since the start of storage of the spectral information 

(L). If not, the spectral information exchange phase (LIV) is terminated. However, if so, the score of each 

frequency or spectral opportunity in the database is evaluated from the following function: 

SFi=D×0.3+I×0.3+E×0.2+CCD×0.2 (LI), subsequently, the best N Fi (LII) are selected, which correspond to 

those Fi with an SFi value greater than 80 out of 100, and are ordered from highest to lowest SFi score (LIII), 

and finally, the spectral information exchange phase (LIV) is completed.  

 

5.4.  Spectral assignment phase 
Figure 5 depicts the spectral allocation phase of SUs. According to Figure 5, this phase initiates (LV) 

by reading the GPS and the clock (LVI). The corresponding database (LVII) is then loaded based on the 

information from the GPS and the clock; the decision parameters (LVIII) are updated, i.e., D, I, E, and CCD, 

and the requirements of the SU (LIX) are read. According to the requirements of the SU, one or more relevant 

processes are executed to decide how many and which spectral opportunities to assign to each SU. The first 

thing is to check if there are multiple SUs (LX); if not, the method is directed to step (LXIII), but if not, the 

multi-user process (LXI) is executed, which will be described later, and how many and which SUs require 

priority (LXII) are analyzed. If no SU requires priority, the method is routed to step (LXIII), and if one or more 
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SUs require priority, then the priority process (LXIV) is executed, which will be described later; the output of 

this process goes to step (LXIII) and to the multichannel process (LXVII). Step (LXIII) evaluates whether any 

or some of the applications to be developed by SUs are delay-sensitive; if so, the prediction process (LXV) is 

executed, which will be described later, and it is evaluated whether multiple channels (LXVI) are required to 

develop such applications. If there is no delay-sensitive application, the method is directed to step (LXVI) to 

analyze the number of channels or spectral opportunities needed by each SU application. If more than one 

channel is required, the multichannel process is executed (LXVII), and it is verified that its result is equitable 

(LXVIII); if not, it is returned to step (LXVII) to re-assign the number of channels when equity is finally 

reached, the deep learning process (LXIX) is executed. The same runs if no more than one channel is required 

in the step (LXVI). 

 

 

 
 

Figure 5. Spectral allocation diagram 
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The deep learning process is described in detail in Figure 6. The deep learning process selects the most 

appropriate channels or spectral opportunities according to the requirements of each SU. It sends that 

information to the next step to make the spectral assignment (LXX). After the corresponding channels are 

assigned to each SU that made the request, the spectral assignment phase of SU (LXXI) is completed. 

 

 

 
 

Figure 6. Deep learning diagram 

 

 

5.4.1. Multi-user process stage 

The multi-user process allows the possibility of transmission to several SUs simultaneously. To 

achieve this, the number of channels needed by each SUs is first determined according to the application they 

will run. The SUs are then sorted according to their priority level. At this point, it is analyzed if the number 

of spectral opportunities is less than the number of channels required, in which case if the difference is less 

than the number of SUs, then it is reduced by one or two channels to the SU with the highest bandwidth 

demand. If the difference exceeds the number of SU, you start by eliminating the SUs with the highest 

bandwidth requirements one by one until you find the balance between supply and demand. Suppose the 

number of spectral opportunities exceeds the required channels or equity between supply and demand is 

reached. In that case, the multi-user collaborative spectral allocation process is continued in the priority 

process. 

 

5.4.2. Priority process stage 

This process is performed when multiple SUs request to transmit information, and within them, one 

or more summarize a previously initiated communication. The process first identifies SUs that require 

priority and then initiates a sorting process to rank them from highest to lowest priority. To achieve this, a 

value of 10 is assigned to SUs running a highly delay-sensitive application, five if it is of low sensitivity, and 

0 if it is not delay-sensitive. It then assigns a value of 10 to running high-importance applications such as 

telemedicine, 5 to medium-importance applications such as streaming, and 0 to low-importance applications 

such as emails. It then assigns a value of 10 to SUs that carry more than half of their transmitted information, 

5 to those with more than 20%, and 0 to those with less than 20%. Finally, these values are averaged, and the 

SUs are organized from according to the highest to and lowest results. If two or more SUs reach the same 

average value, they are prioritized by important applications and transmitted information. 

 

5.4.3. Prediction process stage 

The prediction process is used for all SUs that are or will be running a delay-sensitive application, 

such as voice, streaming, or video conferencing. For each of the requests, it predicts the availability time of 

the channel or channels to be used through integrated autoregressive time series models of moving averages 

(ARIMA), integrated autoregressive models of seasonal moving averages (SARIMA), and integrated 

autoregressive models of fractional moving averages (FARIMA). It sticks with the result with the lowest 

correlation level between the lags of the predicted time series. 
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The main objective of developing predictive allocation is to reduce the level of interference between 

users. The task of prediction is to know when the channel change should be made and to which channel to 

make it. The prediction process models the time series of powers measured in each channel to achieve this.  

It then makes, the power forecast for the respective channel, for each instant of time and based on the 

decision threshold given by the false alarm probability equation, it predicts whether the channel will be 

occupied or available. The Box-Jenkins methodology was followed to develop the time series models. This 

methodology consists of building a time series model in four stages: identification, parameter estimation, 

model verification, and model forecasting. 

 

5.4.4. Multi-channel process stage 

Equity is an important factor in multichannel allocation, whereby an under-resourced wireless 

network tries to allocate resources equitably to users. To perform the multichannel allocation, the bandwidth 

demand of the users is analyzed, and the number of channels required is quantified according to the type of 

application each user is running. Channel demands can be single-channel (single) or multi-channel (multi-

channel), depending on the type of service or application being developed. The present invention has the 

ability to handle four types of applications: voice services (demand one channel), Web services (demand 2 

channels), streaming services (demand 4 channels), and videoconferencing or multimedia services (demand 

10 channels).  

Multichannel assignment begins by determining the number of channels required by each SU. Then 

multichannel band localization is performed, identifying contiguous available frequency channels and 

treating them as a single multichannel frequency band. The decision parameter information is read and stored 

in the corresponding EX-X vector after identifying all multi-channel and single-channel bands (when no 

adjacent channels are available). In order to evaluate all multichannel (XIV) and single-channel bands, the 

SFi is calculated for each channel and an SFj for each channel where SFj=D×0.2+I×0.2+E×0.3+CCD×0.3. 

Then, the P number of channels required to run applications with high delay sensitivity and the Q number of 

channels to run applications with low delay sensitivity are then determined. The first P channels from the SFi 

list are selected, and if any of them are in the SFj list, they are removed from it, and then the first Q channels 

from the modified SFj list are selected.  

Once the multichannel allocation is completed, an equity assessment is carried out to determine the 

level of fairness of the allocation made. Next, it is determined whether or not there is equity; if the equity 

threshold is not met, the multichannel assignment is carried out again. Equity assessment is measured 

through the Jain Index, which identifies underutilized channels. The information is transferred to the deep 

learning process if there is equity. 

 

5.5.  Deep learning phase 
Figure 6 describes the deep learning phase. According to Figure 6, this phase begins (LXXII) by 

converting power data to red, green, blue (RGB) image (LXXIII). The result of the step (LXXIII) feeds into 

the AlexNet transfer learning process (LXXIV) and the support vector machine (SVM) classification process 

(LXXV). Step (LXXIV) delivers its results to the SVM (LXXV) classification process. The SVM 

classification process (LXXV) delivers its results to the figure segmentation process (LXXVI), the results of 

which feed back into the SVM classification process (LXXV). This phase ends with the ranking of Fi 

frequencies (LXXVII) based on the results of the SVM classification process (LXXV). 

The deep learning process uses the spectral information data to extract relevant features; there is no 

need to perform or implement methodologies for the manual extraction of features. During the training 

process, the correct set of features is identified automatically without the need to process the data. Deep 

learning is done hierarchically. The lower layers characterize basic structures, while the higher-level layers 

analyze more complex structures. In this invention transfer learning is used, which is a process that adjusts 

the model of previously trained neural networks, such as AlexNet; this strategy only requires adjusting the 

input data and then delivering new classes. An additional feature of this type of structure is the reduction in 

processing times. The deep learning method analyzes the data directly from the power array and the D, I, E, 

and CCD parameters. The process involves implementing a traffic classifier to determine high and low traffic 

levels.  

Due to the high performance of deep neural networks in image recognition, the proposed model 

classifies a set of images associated with the power levels; the images are obtained from the conversion to 

RGB of the database. Figures with multiple variations are used to train the neural network. The first task of 

the model is to convert the power matrix to figures, subsequently, these figures and through the cross-

validation criterion are taken for the training and validation of the strategy to be implemented; in addition to 

the figures obtained from the power matrix, another set of figures with other types of behaviors is randomly 
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generated. This is to ensure a better training process. The figures taken for training are uploaded to the 

AlexNet network, and the activations of the deep network learning layers are calculated. 

The features are extracted by activations, and taking into account the hierarchical structure of the 

layers, layer 20 of the network (fc7) is taken, higher-level layers analyze more complex structures. With the 

information from layer 20, a SVM is trained as a classification procedure. To verify the operation of the 

classifier, the test figures previously obtained in the cross-validation are used. Subsequently, the power 

matrix figure delivered by the collaborative simulator process will replace these test figures. The classifier 

will identify the figures with high and low traffic; these will be stored but will not be analyzed in the process 

to determine the final ranking. Finally, the information, including the traffic classification, will be delivered 

to the final phase of the model; this phase will take time and frequency data to establish the operation 

ranking. 

 

5.5.1. Power data to RGB image conversion stage 

This process is divided into two procedures; the first, called “Power–Data Base,” performs the 

conversion of the spectral power database to an RGB array. The conversion is carried out through a linear 

adjustment; the maximum and minimum power values of the conversion range are determined; these values 

are taken as the basis for an adjustment per unit of the other values, the origin is assumed as a turning point, 

and this value corresponds to the threshold adjusted by the user. Green is scaled for low traffic, and red is 

scaled for high traffic. 

The second procedure is called “Power–Random”; it is responsible for generating other types of 

features for image processing over this procedure. The user has no control. However, it is essential to 

improve the characteristics that are extracted from the deep neural network. It is only necessary to set a 

threshold range; the procedure performs the linear and graphical adjustment. With the graphs obtained in 

“Power – Data Base” and “Power – Random,” the cross-validation methodology for training (train) and 

validation (train) is used. 

 

5.5.2. SVM qualification stage 

For the classification of the images. The SVM was used to classify the images because there are two 

types of classifiers (high and low traffic), and a multiclass SVM is required. The input parameters are the 

training and test images; the test images in the validation process correspond to the adjustment made through 

cross-validation. The outputs correspond to the confusion matrix, an indispensable tool for determining 

image classification performance. The feedback from this process is directly related to the traffic 

classification figures to obtain the information associated with the spaces with spectral opportunities. The 

figures with high traffic classification will be stored and discarded, and the information on the figures with 

low traffic will be delivered to the process associated with the final ranking. 

 

5.5.3. Frequency ranking stage 

The time and frequency information of the figures with low traffic is delivered to the ranking. The 

classification of the figures is made according to the range of frequencies and time, they are compared and 

finally, weights are assigned to the zones. The ranking corresponds to a row vector, where the channels with 

the best spectral opportunities are found descendingly. 

 

 

6. RESULTS AND DISSCUSION 

The results achieved through this proposed device and method for the collaborative spectral decision 

of multiple users in DCRNs, which reduces the rate of channel changes during SU communications, are 

shown in Figures 7 to 9. The method proposed in our work is represented by the level of collaboration 

between the SUs, the greater the number of SUs, the greater the collaboration between them and therefore the 

better the performance. The comparative evaluation was carried out with three decision-making algorithms: 

combinative distance-based assessment (CODAS), complex proportional assessment (COPRAS), and 

multiplicative exponential weighting (MEW). The main reason for selecting these algorithms was that most 

publications on spectral decision and spectral mobility present an excellent performance of these algorithms. 

Also, to make a fair comparison, we decided to implement a collaboration strategy for each. 

The metric that was used to perform the comparative validation was the throughput level (see 

Figures 7 to 9), during a nine-minute information transmission between SUs. In Figures 7 to 9, the 

performance in the throughput metric for the CODAS, COPRAS, and MEW algorithms, respectively, is 

shown. Here, it can be observed that the best performance is obtained when the 8 SUs work collaboratively. 

However, the lowest performance is not always obtained with a single SU. This may be because the 

information shared between SUs was not yet sufficiently relevant, so it is proposed for future work to 

estimate the quality of the spectral information through some parameter before sharing it with other SUs. 
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Table 1 shows the relative performance of each selected algorithm. From there it is better 

appreciated how the performance increases as more SUs enter to collaborate with each other. Here too, as in 

the delay metric, the best performance is obtained by the CODAS algorithm. 

 

 

 

 

Figure 7. Throughput for CODAS 

 

 

 

 

Figure 8. Throughput for COPRAS 

 

 

 

 

Figure 9. Throughput for MEW 

 

 

Table 1. Comparative evaluation for throughput 
Collaboration CODAS COPRAS MEW 

SU 1 90.73 85.37 89.27 

SU 2 92.2 92.2 87.32 

SU 3 93.17 92.68 92.93 

SU 4 88.29 95.61 80.49 

SU 5 96.34 88.78 88.29 

SU 6 96.34 96.59 96.83 

SU 7 98.54 98.9 98.78 

SU 8 100 100 100 

Score 94.45 93.77 91.74 
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7. CONCLUSION 

The results achieved through this proposal of a device and method for the collaborative spectral 

decision of multiple users in DCRNs show that a reduction in the rate of channel changes during SU 

communications was achieved by approximately 59% about the CODAS algorithm and 32% about the 

COPRAS algorithm. This confirms that the collaborative strategy works adequately. The performance 

achieved by the proposed method shows the importance of carrying out an adequate collaboration strategy 

between SUs with sufficient quality of exchange information that does not affect the energy autonomy of the 

device but also provides significant information for the spectral decision. As well as the execution of 

prediction, multi-user, multichannel, and priority processes according to the requirements of the SU. 

However, despite the excellent results of the proposed method, it is necessary to carry out more tests in 

controlled environments to optimize the use of resources, time, and energy. 

Reducing the number of handoffs or channel changes is a relevant aspect for the QoS of SU 

communications. This work achieves the reduction of the handoff rate through collaboration between SUs in 

a novel way. As a future work, it is proposed to optimize the amount of information exchanged and add 

parameters that allow evaluating whether said information is timely and relevant. 
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