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 The remarkable impact of transformers in artificial intelligence, exemplified 

by applications like GPT-3 in language processing, has sparked interest in 

their potential for time series analysis. This study aims to explore whether 
transformers, specifically temporal fusion transformers (TFT), can 

outperform conventional methods in this domain. The research question is 

whether TFT exhibits superior performance compared to conventional 

recurrent neural network (RNN) methods, specifically gated recurrent unit 
(GRU), and traditional machine learning approaches, notably autoregressive 

integrated moving average (ARIMA), in the context of time series analysis 

and temperature prediction. A comparative analysis is conducted among 

three models: ARIMA, GRU, and TFT. The study utilizes time series data 
spanning from 1984 to the end of 2022. The models’ performances are 

evaluated using multiple metrics: mean absolute error (MAE), root mean 

square error (RMSE), mean absolute percentage error (MAPE), and the 

coefficient of determination (R2). The TFT model achieves the lowest MAE, 

indicating high accuracy in its predictions. It outperforms both the RNN and 

traditional machine learning in temperature prediction tasks. Integrating the 

TFT model with the FAO penman-monteith method could improve irrigation 

scheduling due to more accurate temperature predictions, potentially 
enhancing water efficiency and crop yields. 
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1. INTRODUCTION 

The arrival of transformers has brought about a paradigm shift in artificial intelligence, exemplified 

by the remarkable success of the generative pre-trained transformer 3 (GPT-3) in natural language processing 

[1], [2]. GPT-3 has demonstrated unparalleled proficiency in generating coherent and contextually relevant 

text, finding applications in chatbots, content creation, language translation, and text summarization. 

Beyond GPT-3, another influential transformer model in the realm of natural language processing is 

bidirectional encoder representations from transformers (BERT) [3]. BERT’s bidirectional approach to 

understanding word context, considering both left and right contexts, has significantly improved its 

performance in tasks such as question answering [4] and sentiment analysis [5]. 

While transformers have established themselves as powerful tools in NLP and language-related 

tasks, the exploration of their potential in time series analysis is ongoing. Traditional methods like 

autoregressive integrated moving average (ARIMA) and long short-term memory (LSTM) have been 

predominant in this domain, but transformers, with their self-attention mechanism [6], show promise in 
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capturing long-range dependencies in sequences. This suggests the potential for transformers to enhance time 

series forecasting and anomaly detection. 

In the realm of computer vision, transformers are not confined to language-related tasks. Vision 

transformers (ViT) have emerged as successful models for image classification [7], [8]. ViT’s approach of 

dividing images into patches, linearly embedding them, and processing them through transformer layers 

highlights the adaptability of transformers across diverse data types. 

While their efficacy is well-established in diverse domains, their potential in time series analysis 

remains a subject of exploration. This study aims to address this by examining the performance of 

transformers, specifically focusing on temporal fusion transformers (TFT) models, in comparison to 

conventional methods such as recurrent neural network (RNN), with a focus on gated recurrent unit (GRU), 

and traditional machine learning approaches, particularly ARIMA. For this purpose, we shall use a time 

series spanning from 1984 to the end of 2022. Our primary objective is to conduct a comprehensive 

comparative analysis among the three models ARIMA, GRU, and TFT using established evaluation metrics, 

including mean absolute error (MAE) [9], root mean square error (RMSE) [10], mean absolute percentage 

error (MAPE) [11], and the coefficient of determination (R2) [12]. Through this investigation, we aim to 

shed light on the potential superiority of transformers in handling time series data for temperature prediction. 

We present a summary of research carried out using TFT. Known for their transformative 

capabilities, they have become instrumental in reshaping the processing and modeling of diverse data types. 

This includes time-series data [13] such as financial market fluctuations, weather pattern changes, and 

biological signals, as well as spatial data like geographical information, textual data from documents and 

social media, and multimedia data such as images and videos, across various fields. 

Zhu and Tang [14] try exploring the use of TFT, LSTM, and linear regression time series models for 

the purpose of strengthening the prediction strategy of meteorological factors weather monitoring by 

comparing the advantages and disadvantages. 

Heerden et al. [15] applies the TFT directly to raw wind power output data, revealing its 

performance comparable to widely used RNN-based approaches to predict wind power. Notably, the model’s 

effectiveness diminishes ten to twelve hours after the last input. 

As for this study [16] the authors introduce an innovative forecasting approach integrating 

prominent methods of breaking down, interpretable multifactor predicting models, and optimization 

algorithms. The suggested model utilizes variational mode decomposition to dissect the raw wind speed 

sequence into intrinsic mode functions. Adaptive differential evolution is employed to optimize various 

parameters of TFT model, resulting in a forecasting model with satisfactory performance. 

A novel technique utilizing the TFT for concurrent prediction of departure and arrival delays at 

multiple airports is introduced by Wang et al. [17]. This method effectively captures intricate time-based 

patterns of available input variables at the moment of prediction, enabling forecasts of specific delay metrics 

up to four hours ahead. To enhance weather data processing, the team developed a self-supervised learning 

model that condenses complex weather information into a more compact format suitable for TFT training. 

Preliminary results suggest that the TFT-based delay prediction model performs well, demonstrating reduced 

forecasting errors when tested on the validation dataset. 

Santos et al. [18] seeks to forecast hourly day-ahead PV power generation by employing the TFT,  

an attention-based architecture offering interpretability in temporal dynamics and high-performance 

forecasting across various horizons. The proposed model underwent training and testing with data from six 

facilities in Germany and Australia. Comparative analysis against algorithms such as ARIMA, LSTM, multi-

layer perceptron (MLP), and extreme gradient boosting (XGBoost) was conducted using statistical error 

measures. The results demonstrate that TFT overtakes the other algorithms in accurately forecasting PV 

generation across the specified facilities. 

In the context of traffic flow forecasting, the transformer model presented in article [19] utilizes 

multi-head attention and undergoes a comparative assessment against a GRU and a LSTM model using the 

performance measurement system dataset. With five heads and five identical layers for both the encoder and 

decoder, the model incorporates square subsequent masking techniques. The findings underscore the 

transformer-based model’s proficiency in accurately predicting extended-term traffic flow patterns when 

supplied with a significant volume of data. 

Lime et al. [20] introduces TFT, an attention-based architecture with interpretable insights into 

temporal dynamics. TFT employs recurrent layers for local processing to capture temporal relationships at 

various scales and interpretable self-attention layers for long-term dependencies. Dedicated components are 

utilized for feature selection, and a series of gating layers effectively suppress needless components, ensuring 

superior performance across a diverse range of situations. 

Wu and Wang [21] propose a wind speed prediction model with goals including enhanced 

decomposition techniques, intelligent optimization using the JADE algorithm, and interpretability. The 

model, incorporating the TFT framework, is empirically validated for real-world effectiveness. 
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Jdi and Falih [22] compared four models, namely simple RNN, LSTM, GRU, and ARIMA.  

The study was conducted on the region of Beni Mellal, Morocco using a 22-year daily collected record.  

The results showed that the deep learning models, namely GRU and LSTM, outperformed the machine-

learning model, ARIMA, with the GRU model achieving the lowest MAE 

As evident from the cited literature, TFT have demonstrated success and outperformed both RNN 

and traditional machine learning models. Its attention-based approach and interpretable insights into temporal 

dynamics prove valuable in predicting various fields such as traffic flow, air quality, PV power forecasting, 

wind speed, wind power forecasting, and multi-airport delays. However, the literature highlights a gap in the 

implementation of TFT in weather forecasting, particularly in predicting temperature. This work builds upon 

our previous work [22]-[24], where we focus on predicting temperature by comparing RNN and ARIMA 

models from various perspectives, we concluded that RNN had the upper hand based on MAE.  

The question arises: can transformers, through TFT, offer greater accuracy when it comes to temperature 

forecasting? 

 

 

2. METHOD 

In this study, our objective is to predict temperatures using the TFT model and subsequently 

compare its performance against the results obtained from RNN and ARIMA models from our previeus 

studies [22], [23]. The data utilized in this analysis is sourced from the modern-era retrospective analysis for 

research and applications, version 2 (MERRA-2), a state-of-the-art NASA atmospheric reanalysis product. 

MERRA-2 integrates various satellite observations and numerical models to provide a comprehensive, global 

dataset of atmospheric conditions. This reanalysis product is particularly valuable for climate studies due to 

its consistent methodology and extensive temporal coverage. 

For our study, we extract daily temperature data from MERRA-2 for a specific geographical location 

(latitude: 32.33, longitude: -6.37). This location corresponds to the Beni Mellal region in Morocco [25],  

as shown in Figure 1. 

 

 

 
 

Figure 1. Google Maps screenshot of the Beni Mellal region, Morocco 

 

 

The TFT model is fed a CSV file containing two primary columns: DATE and temperature.  

The DATE column follows the ISO 8601 format (YYYY-MM-DD) to ensure precise temporal referencing. 
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The temperature values represent daily averages in Celsius, computed from hourly data to capture diurnal 

variations while maintaining a manageable dataset size. 

Our time series spans more than 38 years, encompassing the period from January 1, 1984,  

to December 31, 2022. This extensive temporal range allows for a comprehensive analysis of long-term 

temperature trends and patterns, including the potential effects of climate change and various climatic 

oscillations (e.g., El Niño Southern Oscillation, North Atlantic Oscillation). 

Figure 2 illustrates the complete dataset through a time series plotted graph, showcasing the 

temporal variations in temperature over the study period. This visualization not only provides an intuitive 

understanding of the data’s structure but also reveals key features such as: 

- Seasonal cycles: clearly visible annual temperature patterns. 

- Long-term trends: any gradual increase or decrease in temperatures over the decades. 

- Extreme events: notable temperature anomalies or heat waves. 

- Inter-annual variability: year-to-year differences in temperature patterns. 

 

 

 
 

Figure 2. Evolution of daily average temperatures in Beni Mellal, Morocco (1984-2022) 

 

 

The richness of this dataset, combined with its extensive temporal coverage, provides a robust 

foundation for training and evaluating our TFT model. It allows us to capture both short-term weather 

fluctuations and long-term climate trends, setting the stage for potentially accurate and insightful temperature 

predictions. 

To ensure robustness in our model evaluation, the dataset is partitioned into a training set (80%) and 

a testing set (20%). This split allows for effective model training while reserving a significant portion for 

performance assessment. After extensive experimentation with various hyperparameters, we found that the 

results are most satisfactory when employing 10 epochs for the TFT model. This optimal epoch number 

balances model convergence and computational efficiency. To comprehensively evaluate the TFT model’s 

performance and compare it with the observed data, we utilize a suite of statistical metrics. These include: 

- MAE: measures the average magnitude of errors in the predictions. 

- RMSE: provides a quadratic scoring rule that also measures the average magnitude of the error.  

- MAPE: expresses accuracy as a percentage, allowing for relative comparisons.  

- Coefficient of determination: indicates the proportion of the variance in the dependent variable that is 

predictable from the independent variable(s). 

In our experiments, we employ Google Collab connected to a Google Compute Engine backend 

with a Python 3 environment. This cloud-based setup ensures reproducibility and scalability of our analysis.  

The system features a GPU, which significantly accelerates the training process of the TFT model, especially 
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beneficial for processing the extensive 38-year dataset. The available 12.67 GB of RAM facilitates efficient 

data handling and model operations, while the 78.19 GB of disk space allows for storage of intermediate 

results and model checkpoints. 

 

 

3. RESULTS AND DISCUSSION 

Our study reveals that the TFT model achieves the lowest MAE, indicating high accuracy in its 

predictions. It outperforms both the GRU and ARIMA models from our previous studies [22], [23] 

representing an improvement upon our earlier work, suggesting that the TFT model captures the underlying 

patterns in temperature fluctuations more effectively. To reach these conclusions, we used a time series of 

daily average temperatures in Beni Mellal, measured in Celsius. The dataset comprises 14,244 records, 

divided into a training set (80%, 11,395 records) and a testing set (20%, 2,848 records). To assess prediction 

accuracy, we primarily use the MAE, supplemented by RMSE, MAPE, and R2. We employ a TFT model for 

our analysis. Table 1 outlines the parameters used for the TFT model. These parameters provide a good 

starting point for researchers aiming to predict temperatures in the Beni Mellal region. Following the training 

of our TFT model with these parameters, we evaluate its performance on the testing set to assess its 

predictive capabilities on unseen data. 

 

 

Table 1. Detailed breakdown of parameters in TFT model 
Class Parameter Description Value 

Positional encoding d_model The dimension of the model 64 

dropout The dropout value 0.1 

max_len The maximum length 5000 

Transformer model input_dim The dimension of the input 1 

d_model The dimension of the model 64 

nhead The number of heads in the multi head attention models 4 

num_layers The number of sub-encoder-layers in the transformer encoder 2 

dropout The dropout value 0.2 

 

 

We present, in Table 2, the performance metrics of three different models: TFT, RNN, and ARIMA. 

These metrics include the MAE, RMSE, R2 and MAPE. The TFT model has a MAE of 1.5143, indicating 

that on average, the model’s predictions are approximately 1.5143 Celsius away from the actual values.  

The RMSE for the TFT model is 1.9527, suggesting that the standard deviation of the prediction errors is 

around 1.9527. The MAPE is 11.6156, which means that on average, the percentage error of the model’s 

predictions is approximately 11.6156%. Lastly, the R2 score for the TFT model is 0.9359, which is quite high 

and suggests that this model explains 93.59% of the variance in the target variable. 

 

 

Table 2. Comparative performance metrics of TFT, simple RNN, GRU, LSTM, and ARIMA models 
Model MAE RMSE MAPE R2 Predicted period 

TFT 1.5143 1.9527 11.6156 0.9359 15-03-2015 To 12-31-2022 

TFT 1.5743 2.0131 10.5374 0.9314 01-01-2020 To 12-31-2022 

GRU [23] 3.0446 - 4.5547 - 01-01-2020 To 12-31-2022 

ARIMA [23] 3.0906 - - - 01-01-2020 To 12-31-2022 

GRU [22] 2.961 - 4.439  - 01-01-2020 To 12-31-2022 

LSTM [22] 2.973 - 4.456  - 01-01-2020 To 12-31-2022 

Simple RNN [22] 2.986 - 4.471  - 01-01-2020 To 12-31-2022 

ARIMA [22] 3.112 - - - 01-01-2020 To 12-31-2022 

 

 

The TFT model exhibits superior performance with an MAE of 1.5143. This suggests that the 

predictions made by the TFT model are, on an average, the closest to the actual values. In contrast, to the 

pervious prediction made by GRU, LSTM, Simple RNN and ARIMA models shared in Table 2 these models 

demonstrate higher MAEs, the lowest MAE is obtained by GRU [19] indicating a larger average deviation in 

their predictions. 

When we consider the MAPE for the TFT and GRU models, the GRU model surpasses the TFT 

model with a lower MAPE of 4.5547. This implies that the predictions of the GRU model are, on average, 

more accurate in terms of percentage error. The TFT model, with a higher MAPE of 11.6156, shows a larger 

average percentage error in its predictions. 
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Overall, the TFT model appears to perform well based on these metrics, with low error rates and a 

high R2 score. Let’s present in the Figure 3 the results of the TFT model’s temperature predictions for the 

time frame starting January 1, 2020, and ending on December 31, 2022. 

 

 

 
 

Figure 3. Beni Mellal’s actual and forecasted daily temperature using TFT 

 

 

4. CONCLUSION 

This paper focuses on employing the TFT model to predict temperatures three years into the future. 

Additionally, it compares the TFT model with RNNs and ARIMA to determine whether transformers can 

outperform traditional RNNs and other machine learning algorithms. The findings demonstrate the superior 

performance of the TFT model over RNNs and other machine learning methods in forecasting long-term 

average temperatures in Beni Mellal, Morocco. The accurate temperature predictions achieved by the TFT 

model show great potential for optimizing irrigation in the region. In future research, we will utilize these 

enhanced forecasts to calculate reference evapotranspiration (ETo) using the FAO Penman-Monteith method, 

where temperature is one of the key weather parameters. This integration of TFT predictions of weather 

parameters with ETo calculations can potentially lead to more efficient ETo forecast, thereby improving 

water management in the region and contributing to sustainable agricultural practices in Beni Mellal. 
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