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 Recent years have seen a meteoric rise in the usage of enormous image 

databases due to advancements in multimedia technologies. One of the most 

critical technologies for image processing nowadays is image retrieval. This 

study uses convolutional neural networks (CNNs) for content-based image 

retrieval (CBIR). With the ever-growing number of digital photos, practical 

methods for retrieving these images are crucial. CNNs are incredibly 

efficient in many computer vision applications. Improving the efficacy and 

precision of image retrieval systems is the primary goal of our research into 

using deep learning. The paper starts with a thorough analysis of the current 

state of CBIR methods and the difficulties they face. Afterwards, it explores 

CNN’s design and operation, focusing on CNN’s capacity to learn 

hierarchical features from images autonomously. This paper also looks at 

how the model performs when it alters its hyperparameters, transfer learning 

techniques, and CNN topologies. The insights obtained from these 

experiments enhance the comprehension of the elements impacting CNN 

effectiveness in CBIR. Finally, our study shows that CNNs can change the 

game for image search by transforming CBIR systems. This research adds to 

the expanding body of information about using cutting-edge deep learning 

algorithms to make image retrieval more efficient and accurate. 
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1. INTRODUCTION 

In the current age of rapid digital information growth, efficiently accessing and retrieving pertinent 

visual content has become a crucial priority. The role of content-based image retrieval (CBIR) systems is 

significant in meeting the increasing need for efficient image search methods. The demand for sophisticated 

ways to categorize and retrieve images based on their content has grown significantly due to the rise of 

image-centric applications and the rapid expansion of digital image collections. Historically, CBIR 

techniques have heavily relied on manually designed features and similarity measures. However, these 

methods have faced challenges in effectively capturing images’ intricate and diverse visual information. In 

https://creativecommons.org/licenses/by-sa/4.0/
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recent years, computer vision has significantly transformed with the emergence of deep learning techniques 

[1]-[6], specifically convolutional neural networks (CNNs). This breakthrough has had a profound impact on 

the way computer vision tasks are approached and executed. CNNs have demonstrated remarkable 

proficiency in automatically acquiring hierarchical features from images. This ability allows them to 

effectively identify and comprehend intricate patterns and representations previously complex to capture 

using traditional methods. 

Xia et al. [7] proposed a way to enable CBIR on encrypted photos while protecting sensitive data 

from being exposed to cloud servers in [7]. To begin, each image is represented by its feature vector. The 

next step in improving search speed is to develop the pre-filter database using location-sensitive hashing. 

After that, the protected k-nearest neighbor (KNN) model ensures the feature vector’s security. To outsource 

the retrieval and storage of privacy-preserving images in a massive archive, Ferreira et al. [8] suggested a 

protected architecture. The IES-CBIR model is the foundation of the offered approach; the new image 

encryption system exhibits CBIR characteristics. This allows for private, encrypted CBIR search and storage 

with no compromise to security. A method that enables CBIR on encrypted photos without exposing 

sensitive data to cloud servers was introduced by Xia et al. [9]. To begin, each image is represented by an 

extracted feature vector. The next step in improving search efficiency is to develop the pre-filter table using 

location-sensitive hashing. 

In addition, the protected KNN model encrypts the feature vector, and standard stream cyphers 

encrypt the image pixels. In addition, it is essential to consider the possibility that the user conducting the 

legal query may share the obtained image with someone they shouldn’t. To prevent this, a watermark-based 

protocol could be suggested. Data owners can now safely outsource their image datasets and CBIR services 

to the cloud thanks to a privacy-preserving technology created by Xia et al. [10]. This method prevents the 

cloud server from gaining access to the actual database content. We use the local feature for image 

representation, and for similarity evaluation, we turn to earth mover’s distance (EMD). An linear 

programming (LP) problem is the EMD computation. A new CBIR approach for integrating texture and colour 

features was developed by Nazir et al. [11]. Colour data extraction makes use of the color histogram (CH). 

Using the CNN as a basis, Saritha et al. [12] suggested a method for image retrieval that integrates 

texture characteristics, edge histograms, colour histograms, and edge directions. Using the proposed method, 

we were able to get from the image database images that included certain content. An approach to image 

retrieval based on YCbCr colour using a clever edge histogram and discrete wavelet transform was presented 

in [13]. The framework for CBIR is made more efficient using this technique. A system that integrates the 

feature descriptors scale-invariant feature transform (SIFT) and binary robust invariant scalable key points 

(BRISK) was suggested by Sharif et al. [14]. Using image properties like texture, shape, and colour, 

Sampathila et al. [15] presented a method for CBIR using magnetic resonance imaging (MRI) images. Brain 

MRI images comparable to the query image are located and represented by the suggested method’s extensive 

database. An approach encompassing all of an image’s structural information, as retrieved from the image 

using descriptors like gray-level co-occurrence matrix (GLCM) and local binary patterns, was proposed in 

the paper [16]. 

The focus of this research paper is to explore the field of CBIR and investigate the potential of 

CNNs in improving the precision and speed of image retrieval systems. The primary objective of this study is 

to explore the possibility of deep learning techniques in extracting significant features from images [17]. 

Doing so aims to address the limitations commonly associated with conventional CBIR methods. The 

proposed model leverages the recent advancements in neural network architectures and transfer learning 

strategies to enable the development of a highly reliable CBIR system. The following sections thoroughly 

examine current CBIR methodologies, focusing on highlighting their respective strengths and limitations. 

The subsequent conversation shifts towards a comprehensive exam of CNNs, providing a detailed analysis of 

their structure and the underlying mechanisms that render them highly suitable for image tasks. The current 

research intends to add to what is already known about CBIR by presenting a novel approach that makes use 

of deep learning methods. This innovative approach holds significant potential in addressing the various 

obstacles encountered in retrieving images from heterogeneous and ever-changing datasets. 

Through the implementation of rigorous experimentation and thorough comparative analyses, our 

objective is to present empirical evidence showcasing the efficacy of the CNN-based CBIR model that has 

been proposed. The experiments conducted in this study have yielded valuable insights that have the potential 

to advance the field of image retrieval. Additionally, these findings have broader implications for applying 

deep learning in various computer vision tasks. As the examination of our methodology progresses and the 

experimental results are presented, it becomes apparent that the incorporation of CNNs exhibits significant 

potential in transforming the domain of CBIR systems. 

 

 



Indonesian J Elec Eng & Comp Sci  ISSN: 2502-4752  

 

 Convolutional neural network-based strategies for efficient content-based … (Chinnathambi Kamatchi) 

553 

2. MATERIALS AND METHOD 

2.1.  Problem formulation 

Let 𝐷 represent a database of images, where each image is denoted as 𝐼𝑖  and associated with a 

unique index 𝑖. The goal of CBIR is to develop a retrieval function 𝑅 that, given a query image 𝑄, identifies 

and ranks the images in 𝐷 based on their content similarity to 𝑄. Mathematically, the retrieval function 𝑅 can 

be defined as (1): 

 

𝑅(𝑄, 𝐼𝑖) → [0,1] (1) 

 

where 𝑅(𝑄, 𝐼𝑖) denotes the similarity score between the query image 𝑄 and the image 𝐼𝑖  in the database.  

The objective is to design a function 𝑅 that maximizes the similarity score for relevant images while 

minimizing it for irrelevant ones. The traditional CBIR methods [18] often rely on handcrafted features and 

similarity metrics, which can be represented as (2). 

 

𝑅𝑡𝑟𝑎𝑑(𝑄, 𝐼𝑖) = 𝑆𝑖𝑚𝑡𝑟𝑎𝑑(𝐹(𝑄), 𝐹(𝐼𝑖)) (2) 

 

Here, 𝐹(𝑄) and 𝐹(𝐼𝑖) are feature representations of the query image and the database image, 

respectively, and 𝑆𝑖𝑚𝑡𝑟𝑎𝑑  is a traditional similarity metric. In contrast, our proposed approach utilizes CNNs 

for feature extraction. The CNN-based retrieval function [19] is given by (3): 

 

𝑅𝐶𝑁𝑁(𝑄, 𝐼𝑖) = 𝑆𝑖𝑚𝐶𝑁𝑁(𝐻(𝑄), 𝐻(𝐼𝑖)) (3) 

 

where 𝐻(𝑄) and 𝐻(𝐼𝑖) represent the high-level feature representations extracted by the pre-trained CNN for 

the query image and the database image, respectively. 𝑆𝑖𝑚𝐶𝑁𝑁 is a similarity metric tailored for CNN-based 

features. The primary problem is optimizing the parameters of the CNN and the retrieval function 𝑅𝐶𝑁𝑁 to 

achieve superior retrieval accuracy and robustness [20] compared to traditional CBIR methods. This involves 

addressing challenges such as adapting the CNN to diverse and complex image datasets, optimizing hyper-

parameters, exploring transfer learning techniques, and investigating the impact of varying CNN topologies. 

The formulation of this problem sets the stage for exploring the transformative potential of CNNs in 

revolutionizing content-based image retrieval systems. 
 

2.2.  Dataset 
The Caltech256 dataset [21] is a collection of 30,607 images of various objects. These images were 

sourced from Google image search and PicSearch.com. To make sure the images are relevant and of high 

quality, a classification system consisting of 257 categories was employed. These images were then evaluated 

by human experts. The Figure 1 shows the sample images from the Caltech256 dataset. 

 

 

 
 

Figure 1. Sample images from the Caltech256 dataset 
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3. PROPOSED METHOD 

The proposed methodology seeks to improve CBIR systems by utilizing CNNs to extract features. 

The methodology employed in this research involves a series of essential steps. These steps include the 

utilization of pre-trained CNNs, the extraction of hierarchical features, and the development of a robust 

retrieval function. The ResNet-50 architecture [22] was selected as the pre-trained CNN for feature extraction 

in this study. ResNet-50 is a well-known CNN architecture that is widely recognized for its deep structure 

and utilization of residual connections. These residual connections enable the network to effectively learn 

hierarchical features, which is crucial for tasks such as image classification and object detection.  

The incorporation of residual connections in ResNet-50 enhances the network’s ability to propagate gradients 

through the layers, mitigating the vanishing gradient problem commonly encountered in deep networks.  

This characteristic of ResNet-50 contributes to its success in various computer vision applications, where the 

extraction of hierarchical features is essential for accurate and robust predictions. Figure 2 depicts the 

suggested methodology’s overall working flow.  

The pre-trained ResNet-50 model is employed to extract features from every image present in the 

database. In order to conduct our research, authors will obtain feature representations, denoted as 𝐻(𝐼𝑖), for 

each image. In this research, the approach involves removing the fully connected layers and utilizing the 

output obtained from the last convolutional layer. In order to create a fused representation, the low-level and 

high-level features extracted from the intermediate layers of ResNet-50 are concatenated. Table 1 shows the 

parameter details of the proposed model. 

 

 

 
 

Figure 2. overall processing flow of the proposed methodology 

 

 

Table 1. Parameter details of the proposed model 
Model: sequential 

Layer (type) Output shape Param# 

ResNet50 (Functional) (None,7,7,2048) 23587712 

Flatten (Flatten) (None,100352) 0 

Dense (Dense) (None,1024) 102761472 
Dropout (Dropout) (None,1024) 0 

Dense_1 (Dense) (None,10) 10250 

Total params: 12,63,49,434  

Trainable params: 10,27,71,722  

Non-trainable params: 2,35,77,712  

 

 

This process results in a fused representation denoted as 𝐻′(𝐼𝑖), for each individual image. In this 

research, author aims to develop a similarity metric specifically designed for ResNet-50-based features.  

The ResNet-50 architecture has gained significant popularity in computer vision tasks due to its deep 

convolutional layers and skip connections, enabling it to capture intricate visual patterns effectively. 

However, existing similarity metrics may not be optimized for ResNet-50-based features, potentially leading. 

To investigate the effectiveness of different similarity measures in capturing content similarity, various 

metrics such as cosine similarity and Euclidean distance were employed in this experiment. The objective 

was to determine the most optimal metric for accurately measuring the similarity between different content 



Indonesian J Elec Eng & Comp Sci  ISSN: 2502-4752  

 

 Convolutional neural network-based strategies for efficient content-based … (Chinnathambi Kamatchi) 

555 

items. By comparing the results of these measures, insights were gained into their respective strengths and 

weaknesses in capturing content similarity. 

 

𝑅𝑅𝑒𝑠𝑁𝑒𝑡−50(𝑄, 𝐼𝑖) = 𝑆𝑖𝑚𝑅𝑒𝑠𝑁𝑒𝑡−50(𝐻′(𝑄), 𝐻′(𝐼𝑖)) (4) 

 

Integrating the ResNet-50-based similarity metric into the retrieval function is crucial to this 

research. By incorporating this metric, they strive to improve efficiency and accuracy of the retrieval system. 

The ResNet-50 model, a widely used deep learning architecture, is the foundation for calculating the 

similarity between images. This metric enables us to find out how visually comparable the query images are. 

The retrieval function 𝑅𝑅𝑒𝑠𝑁𝑒𝑡−50 is designed to rank images by measuring their content resemblance to the 

query image. This is achieved by utilizing ResNet-50 characteristics, known for their ability to capture and 

represent image content effectively. 

The hyperparameter tuning that was carried out on the proposed ResNet-50-based CBIR model is 

detailed in Table 2. Several hyperparameters are available, such as the learning rate, batch size, feature 

dimension, epochs, dropout rate, and weight decay. The tuned values reflect the optimized configurations 

attained through tuning, whereas the original values served as the beginning points for investigation.  

In particular, the learning rate was adjusted from 0.001 to 0.0001 to encourage more consistent convergence 

throughout training. The generalizability of the results was improved by increasing the batch size from 32 to 64. 

The feature dimension, an important efficiency-influencing parameter, was lowered from 2048 to 1024.  

For better model performance, the number of epochs for the training iterations was increased from 50 to 100. 

The dropout rate was reduced from 0.5 to 0.3 as a countermeasure to overfitting. An additional regularization 

term, weight decay [23], was changed from 0.0001 to 0.00001. By adjusting various parameters [24],  

the model is fine-tuned to achieve its best performance in CBIR, considering the relative importance of 

convergence, generalization, and efficiency. 
 

 

Table 2. Hyper parameter tuning of the proposed model 
Hyperparameter Initial value Tuned value 

Learning rate 0.001 0.0001 

Batch size 32 64 

Feature dimension 2048 1024 

Epochs 50 100 
Dropout rate 0.5 0.3 

Weight decay 0.0001 0.00001 

 

 

4. PERFORMANCE EVALUATION 

4.1.  Performance evaluation 

The suggested model’s performance indicators are thoroughly examined in Table 3, which gives a 

snapshot of its effectiveness in a classification task. With an impressive value of 0.98, the model 

demonstrates remarkable accuracy in classifying cases across all categories. The model’s reliability in 

properly recognizing positive events is highlighted by its extraordinarily high precision of 0.99, which 

measures its positive predictive value. Another metric that highlights the model’s effectiveness in catching 

most real positive instances is recall, which measures the sensitivity or true positive rate. It is reported at 

0.99. A robust F1-score of 0.98 indicates a balanced performance between recall and precision, the harmonic 

means of the two metrics. In addition, the receiver operating characteristic area under the curve (ROC-AUC) 

strongly indicates the model’s discriminatory capacity, which reaches a significant value of 0.99. According 

to these high-performance measures, the suggested model shows exceptional accuracy in instance 

classification, with sensitivity and precision above 98%. It is critical to consider the use case and dataset in 

context when interpreting these conclusions and to be aware of the evaluation process’s inherent limits and 

biases.  

To see how well the model did during training, Figure 3 shows the accuracy graph for image-based 

content retrieval. Impressively, the training accuracy reaches a remarkable 100%, showing that the model has 

successfully internalized the training dataset and achieved flawless classification on the training samples. 

However, the testing accuracy of 0.99 demonstrates that the model can successfully apply its findings to new 

data while retaining a high degree of accuracy on the testing set. The fact that the model’s training and testing 

accuracy converged at such high numbers indicates that it learnt the data’s fundamental patterns and can 

discriminate between classes effectively. 

Figure 4 shows the results of an image-based content retrieval loss graph that tracks how the training 

and testing losses change over time. The training loss of 0.00000002 shows that the model has achieved a 

very low level of error on the training set. The fact that the model keeps its loss low on the testing set 
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0.000005 in this case is evidence of its good generalizability to fresh data. It appears the model has not 

overfitted the training data and can successfully generalize its learnt representations to unseen samples, since 

the training and testing losses are closely aligned. 
 

 

Table 3. Result analysis of the proposed model 
Metric Value 

Accuracy 0.98 
Precision 0.99 

Recall 0.99 

F1-score 0.98 
ROC-AUC 0.99 

 

 

 
 

Figure 3. Accuracy graph for the image-based content retrieval 

 

 

 
 

Figure 4. Loss graph for the image-based content retrieval 

 

 

With DenseNet, a simple CNN, and visual geometry group (VGG)-16 as baseline models, Table 4 

presents a thorough evaluation of the proposed ResNet50 model. You can see how well the models did on the 

task at hand by looking at the table, which displays important performance indicators including recall, 

accuracy, precision, and F1-score. 

With an impressive accuracy of 0.98, the suggested ResNet50 model clearly excels at accurately 

classifying instances across all classes. Furthermore, the model can achieve high precision in positive 

predictions, effectively capture most positive cases, and maintain a balanced trade-off between recall and 

precision, as seen by the precision, recall, and F1-score values of 0.99, 0.99, and 0.98, respectively.  

When compared, DenseNet, CNN, and VGG16 all show impressive results. DenseNet’s accuracy is 0.97, 
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with precision at 0.98, recall at 0.97, and F1-score at 0.97. Accuracy, recall, and F1-score values for the basic 

CNN and VGG16 are in the 0.94 to 0.96 range, whereas they are marginally lower at 0.95 and 0.96, 

respectively. Figure 5, which is a vital part of our research findings, shows how the suggested ResNet50 

model compares to baseline models in terms of performance. The image summarizes all of the evaluation 

measures in one place, making it easy to compare and contrast the models and get a feel for how well  

they work. 
 
 

Table 4. Result comparison of the proposed model with baseline model 
Model Accuracy Precision Recall F1-score 

ResNet50 [25] 0.98 0.99 0.99 0.98 

DenseNet [26] 0.97 0.98 0.97 0.97 
CNN [27] 0.95 0.96 0.95 0.94 

VGG16 [28] 0.96 0.97 0.96 0.95 

 
 

 
 

Figure 5. Result comparison of the proposed model with baseline model 
 

 

5. CONCLUSION 

This study extensively examines CBIR systems, with a specific focus on those that utilize deep 

learning architectures. The primary emphasis of our investigation revolves around the proposed ResNet50 

model. Our findings indicate that this model exhibits superior performance compared to baseline models such 

as DenseNet, which is a conventional CNN, and VGG16.The ResNet50 model has demonstrated a high level 

of accuracy, as evidenced by its impressive value of 0.98. The statistical data, in conjunction with the 

ResNet50 model’s impressive recall, precision, and F1-score, provides evidence supporting its efficacy and 

efficiency as a solution for CBIR tasks. The model is considered to be at the forefront of the field due to its 

ability to effectively handle diverse and complex datasets, as well as its autonomous capability to learn 

hierarchical features from images. There is an increasing amount of work on how to improve image retrieval 

systems using deep learning techniques, and this study adds to that body of knowledge. The ResNet50 model 

is widely recognized for its remarkable accuracy, positioning it as a highly desirable choice for applications 

that necessitate sophisticated CBIR capabilities. Although the author have made great strides in this subject, 

there are still many interesting directions that could be explored in the future. ResNet50’s performance could 

be improved across domains with the use of fine-tuning methodologies and additional investigation into 

transfer learning approaches. Improving the suggested CBIR system’s scalability, generalizability, and user-

adaptability can be achieved by studying ensemble approaches, large-scale deployments, and user-centric 

innovations. 
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