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 We explore the emergence and growing significance of educational data 

mining, a field dedicated to extracting valuable insights from vast datasets 

gathered from diverse educational environments. Utilizing the experience 

API (XAPI) and the Kalboard 360 online learning platform, our research 

presents a novel behaviorally based student performance model that 

evaluates the influence of student interactions on academic results. We 

create reliable models for precisely projecting academic success by utilizing 

machine learning techniques including logistic regression, k-nearest 

neighbors (KNNs), support vector machines (SVM), decision trees, random 

forests (RF), and XGBoost. The outcomes show a notable increase in 

categorization accuracy. Through the personalization of instruction, 

formative assessment support, and proactive identification of each student's 

unique needs to maximize their learning experience, this approach holds the 

potential to improve educational processes. 
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1. INTRODUCTION 

Today, the volume of educational data is rapidly expanding, marking the emergence of a new field: 

educational data mining. This field focuses on developing methods to address educational challenges by 

uncovering hidden insights from data collected across various educational environments [1]. L'existing 

literature has mainly aimed at predicting academic performance by exploring the impact of students ‘external 

environment on their academic achievement studies have notably used institutional bases and international 

assessments, such as TIMSS, PISA and PIRLS, to identify the key factors influencing this  

performance [2], [3]. However, our contribution stands out by focusing on the impact of behavioral traits on 

student performance [4], by integrating data collected through the Kalboard 360 platform and applying 

advanced data mining methods, our study aims to comprehensively how these specific behaviors directly 

influence academic success. 

The following sections of this article will demonstrate how our innovative methodological approach 

fills these gaps by providing valuable insights to improve educational strategies and guide future research in 

this crucial area [5], we apply six machine learning algorithms: decision tree, random forests (RF), k-nearest 

neighbors (KNNs) and support vector machines (SVM) to build a robust academic performance  

model [6], [7]. The goal of this study is to promote the continuous improvement of teaching methods, 

https://creativecommons.org/licenses/by-sa/4.0/
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particularly by helping teachers in the diagnostic and summative assessment phases to analyze student 

behavior in the classroom. 

Much study has been conducted on forecasting student performance and behavior in the classroom, 

includes a variety of innovative ways and tools for achieving goals, gathering information, making decisions, 

and making recommendations. Some of the information used as a source for this article is included below. 

The authors concluded that the school administration and atmosphere have an impact on students' academic 

performance [8], [9] On the other hand, The authors found that the teacher is primarily responsible for 

students' performance [10]. 

The authors [1], [11] presented a case study that examined students' learning preferences through 

educational information mining. This research aimed to demonstrate how data mining methods might 

enhance students' academic performance in postsecondary education. The course database, which contains 

students' academic and personal records, is where the data set was gathered. In reference [12], [13] the 

authors use the expectation maximization algorithm (EM-clustering) to assign pupils to five groups according 

to how well they performed. The algorithm is based on maximum likelihood parameter estimates in 

probabilistic models. 

In other work Shannaq et al. [14], [15] employed a categorization method to determine the total 

number of enrolled students by examining the essential traits that can affect the students' loyalty. Following 

their extraction of 2069 sample records from the student database, the authors applied a decision tree 

technique to build a classification model and pinpoint the key attributes that could affect students. This 

research enables the university administration to provide the necessary materials for newly registered 

students in higher education institutions. 

In Yaacob et al. [16], [17] employed the k-means clustering algorithm to use a database to forecast 

students' learning activities, such as tests and quizzes in class. The instructor of the class will receive the 

gathered data prior to the last exam. With timely interventions, this study helps teachers lower failing rates 

and raise student accomplishment. In conclusion, numerous studies have investigated employing data mining 

approaches to solve educational challenges. nonetheless, a dearth of studies has illuminated how students 

behave during the learning process and how this affects their academic achievement. The impact of students' 

interactions with the e-learning system will be the main topic of this study. Additionally, schools will benefit 

from the extracted knowledge by improving students' academic performance. additionally, to support 

administrators in enhancing learning systems. 

The paper is organized as follows: the section's initial introduction: An outline of the research issue, 

including the study's history and purpose, is provided in this part. It also includes an overview of the paper's 

primary research topics and goals. The research strategy and methodology of the study are covered in section 

2: method, along with details on the data gathering and analysis processes. Section 3: results and discussion: 

this section includes important facts and statistics as well as a discussion of the study's conclusions. Along 

with highlighting any patterns or trends found, it also discusses the significance of the findings for the field 

and suggests topics for further research. 

 

 

2. METHOD 

2.1.  Proposed model 

The suggested approach to assess student performance is collected via the experience api (XAPI) 

from the Kalboard 360 e-learning platform. The raw data is transformed into a CSV file to make additional 

analysis easier. The data are then preprocessed to guarantee their dependability and integrity. Data cleaning, 

duplicate entry removal, missing value management, variable standardization, handling outliers, 

normalization, and data transformation are some of the methods used to get the data ready for further 

analysis. Feature selection finds a subset of relevant features in the preprocessed data after it has been 

preprocessed. Multiple classifier techniques, such as logistic regression, KNN, SVM, decision trees, RF, and 

XGBoost, then use this subset as input. 

These classifiers produce predictions and categorize new occurrences by using the selected 

characteristics to find patterns and relationships in the data. The preprocessed data is split into two subsets: 

the training set and the testing set to assess the effectiveness and capacity for generalization of the trained 

models. While the test set is intended to evaluate data that has yet to be seen, the training set is used to train 

algorithms for classification. After evaluating the results, we succeeded in predicting the students' status, 

which helps teachers make decisions. We adhered to the procedures depicted in Figure 1.  

 

2.2.  Data collected  

This article employs data obtained from the Kalboard 360 E-Learning system using experience API 

(XAPI) [18], [19]. The training and learning architecture (TLA)'s XAPI component keeps account of learner 
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experiences and actions, such reading articles or watching training videos. With the use of the experience 

API, learning activity providers can specify the student, the activity, and the items that comprise a learning 

experience [20], [21]. In this study, variables that may have an impact on academic success are evaluated and 

student behavior is tracked throughout the learning process using X-API. There are 480 student records with 

17 attributes in the data collected set. Three main categories comprise the features presented in the Table 1: 

− Demographic characteristics like gender, place of birth, and nationality. 

− Academic background includes stage, grade, semester, and section. 

− Behavioral aspects include raising hands in class, accessing resources, participating in conversations, and 

reviewing messages and announcements. 

 

 

 
 

Figure 1. The workflow processes 
 

 

Table 1. Description of variables 
Attribute category Attribute Description  

Demographical attribute 

Gender The student's gender (male or female). 

Relation Contact parent of the student, such as father or mother. 
Nationality Student nationality. 

Place of birth  Place of birth for the student. 

Academic background 

attribute 

Stage ID 
Students are classified into stages, such as low level, middle level, and 

high level. 

Section ID Sections to which students belong include (A, B, and C). 

Semester Semesters of the school year such as (First or Second ). 
Grade ID The student's grade corresponds to (G-01, G-02). 

Topic Topics covered in class include science, math, English, and Arabic… 

Parents answering Parents Answering Survey (Yes or No) 
Parent school 

gratification  
Parent satisfaction at school (Good or Bad) 

Student absence days The number of days absent (Under 7 or Above 7) 

Behavioral 

attribute 

Raised hand  

How students react when using the Kalboard 360 e-learning system. 
Visited course 

Discussion group 
Announcements view 

Features Class performance 
Three categories are used to classify students: lower level, middle level, 

and high level. 

 

 

2.3.  Preparation data 

We employ specific preprocessing techniques to enhance the data quality after completing the data 

collection task [7], [22]. Data preparation, which includes data transformation, data reduction, data 

purification, and feature selection, is thought to be an important phase in the knowledge discovery  

process [23]. Data cleaning is performed on this data set to eliminate noise and missing values. Following 

cleaning, the data set now contains 480 records. The dataset contains 305 males and 175 females. Stage ID 

has 199 lower levels, 248 middle levels, and 99 high levels. Furthermore, the students are divided into three 

sections: 283 students from section A, 167 students from section B, and 30 students from section C. Topic 

attributes include: 95 students are associated to the IT topic, 21 to Math, 45 to English, 30 to Biology, 24 to 

Chemistry, 24 to Geology, 25 to Spanish, 22 to Quran, 51 to science, 19 to History, and 59 to Arabic topic. 

Relation attribute includes 283 students, their contact person is the father and 197 students, the contact person 

is their mother. 
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2.4.  The objective of paper 

The primary goal of this study is to analyze students' classroom behavior to identify the 

characteristics that have an important impact on their academic achievement. Next, we aim to identify the 

model that most accurately represents student performance using powerful machine learning algorithms. Our 

goal is to boost prediction accuracy. and this model will optimize intervention mechanisms to provide 

students with individualized help adapted to their individual needs. This helps professors in the evaluation of 

students in the classroom. 

 

 

3. RESULTS AND DISCUSSION  

This section gives an extensive overview of our experimental design, including classroom behavior 

analysis and variable identification that affects student status. We describe in detail the precise settings and 

instruments employed to carry out an exhaustive assessment of our suggested model. We then go over the 

model's performance evaluation's findings. In conclusion, we go into detail about these findings and 

emphasize how well the model works to forecast student achievement based on behavior in the classroom. 

 

3.1.  Correlation  

An important stage in our research was to investigate the correlations [24] between various features 

using heat map methodologies. The Figure 2 visually depicts these correlations, focusing on the linkages 

between various traits and student status. A heat map highlights potential patterns or linkages that could have 

an impact on student outcomes while offering a thorough and understandable picture of how various 

elements interact. With these characteristics, it is possible to obtain information that has a direct impact on 

student performance, which has been the objective of several previous studies. However, these studies have 

mainly focused on characteristics influencing student performance in terms of knowledge. In contrast, our 

research emphasizes the impact of classroom behavior on student performance. 
 
 

 
 

Figure 2. Qualities associated with the student's status 
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With this heatmap, we can quickly determine which features have the most significant influence on 

student status: 

− Four most impactful features (positively): 

a. Students' permanent visit to course content has a positive impact on their status. 

b. Raising your hand in class to participate has a positive impact on students' status. 

c. The number of interactions students have with posted announcements has a favorable impact on their 

status. 

d. Group discussion appears to influence student learning. 

− Two most impactful features (negatively): 

a. Student absences have an inverse impact on their learning. 

b. The relationship between parents and students also influences the status of students. 
In this work, we will focus on classroom behavior, considering the following characteristics: raised 

hand, visited course, discussion groups, and announcement view. These associations are represented visually 

in Figure 3, which also shows the distribution of student status and the relationships between each pair of 

attributes. 

To analyze the diagram representing the density of student status according to the variables raised 

hand, visited course, announcement view, and discussion group, several key observations emerge. Figure 4 

graphically represents these distributions. First, it is notable that students with a low level of participation, 

especially in the "low level" group, are strongly concentrated in the lower ranges of the variables. For 

example, many observations show that for "raised hand" and "visited course," these students are mainly 

located between 0 and 20 on a scale of 0 to 100. On the other hand, students with a high level of participation 

("high level") cluster mainly towards the upper ends of the variables, such as 80 to 100 for "raised hand" and 

75 to 94 for "visited course". for "announcement view", although most students show a low level of viewing 

announcements (0–20), those with intermediate and high levels more evenly distribute their observations 

over a wider range of 20 to 90. Finally, for the "discussion group," a significant part of the observations is 

concentrated around 0 to 20, with a more spread distribution for intermediate and high levels between 20 and 

90. These observations suggest a potential correlation between the level of participation of students and their 

statutes, pointing toward further exploration of the impacts of active engagement on academic outcomes and 

student well-being. 
 

 

 
 

Figure 3. The relationship between feature pairs and the distribution of student status 



                ISSN: 2502-4752 

Indonesian J Elec Eng & Comp Sci, Vol. 37, No. 3, March 2025: 2069-2076 

2074 

 
 

Figure 4. Distribution of students according to class behavior 

 

 

3.2.  Model construction  

During the model building stage, we created predicted models of academic achievement using six 

different machine learning techniques. Among these techniques are SVM, KNNs, RF, and decision trees. 

While decision trees are useful for capturing nonlinear relationships in data, RF combine several decision 

trees to manage overfitting and increase prediction accuracy. KNNs, appropriate for localized patterns in the 

data, uses similarity metrics to predict outcomes based on the closest training samples. To maximize the 

margin between classes for reliable predictions, SVM categorize data points into distinct classes using kernel 

approaches. To maximize model parameters and guarantee generalizability across a variety of datasets, cross-

validation techniques were employed throughout the training and fine-tuning of each algorithm. This 

comprehensive approach allowed us to explore various facets of student performance prediction, leveraging 

the strengths of each algorithm to uncover meaningful insights from educational data [25], [26]. 

 

3.3.  Comparison of the results of classification algorithms 

After applying classification techniques to the dataset, our study demonstrates that the results are 

distinct depending on the classification algorithms used. Table 2 presents the results using different 

classification algorithms (Logistic regression, KNNs, Support vector machine, decision tree, RF, and 

XGBoost). There are notable differences in the machine learning models' capacity to classify at three 

different levels of categorization, as shown by the comparative table of performance measures. With an 

overall accuracy of 84% and high F1 scores, notably 0.95 for the high-level category, logistic regression 

stands out. KNNs, on the other hand, produce fewer good findings, with an accuracy of 69% and generally 

lower F1 scores. With balanced recall and F1 scores, the support vector machine achieves 72% accuracy, 

which is a little less than the logistics regression. Although Decision-Tree's overall accuracy is just 60%, it 

performs exceptionally well at a high level, with a high F1-score of 0.84. Both RF and XGBoost demonstrate 

strong results; RF attains 83% accuracy, while XGBoost stands out for having a flawless F1-score of 1.00 at 

the intermediate level. In conclusion, the choice of model depends on specific priorities regarding accuracy 

and the ability to handle different levels of classification, with logistic regression and XGBoost 

recommended for their overall strong performance. 

 

 

Table 2. best hyper-parameters after a comprehensive grid search. 

Method Accuracy 
Recall F1-score 

Lower level Middle level High level Lower level Middle level High level 

Logistic regression 0.84 0.89 0.95 0.74 0.86 0.89 0.79 

KNNs 0.69 0.60 0.77 0.72 0.69 0.74 0.66 

Support vector machine 0.72 0.74 0.86 0.62 0.76 0.76 0.65 
Decision-Tree 0.60 0.49 0.86 0.56 0.52 0.84 0.54 

RF 0.83 0.93 0.80 0.78 0.86 0.85 0.80 

XGBoost 0.84 0.71 1.00 0.85 0.81 0.92 0.80 

 

 

 



Indonesian J Elec Eng & Comp Sci  ISSN: 2502-4752  

 

Predicting student status using machine learning by analyzing … (Abdelamine Elouafi) 

2075 

4. CONCLUSION AND PERSPECTIVES  

Our findings provide conclusive evidence that classroom behavior has a powerful impact on 

students' performance, comparable to other socio-economic factors. These results suggest that teachers can 

leverage predictive models such as XGBoost and logistic regression to evaluate and monitor student 

behavior. Key behavioral indicators include active participation (raised hands), course visits, involvement in 

discussion groups, and engagement with announcements. Raising hands reflects a student’s willingness to 

participate or ask questions, while course visits indicate their use of online learning resources. Engagement 

with announcements and participation in discussion groups show active involvement in the course content. 

These four traits help teachers better understand student behavior in the classroom and enable them to adapt 

and deal with challenges that students may encounter. Teachers can use data on these four features, gathered 

from each class, to predict student achievement and develop remediation or reinforcement plans. Integrating 

these findings with other research on improving learner performance will enable us not only to address 

teaching-related challenges but also to evaluate and enhance educational systems. 
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