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 Medical image registration (MIR) is a crucial task in clinical image 

processing, involving the alignment of images from different modalities, 

such as magnetic resonance imaging (MRI) and computed tomography (CT), 

across various time points and subjects. Despite numerous advancements, no 

universal method caters to all MIR applications. This paper introduces the 

smell agent rat swarm optimization based deep Maxout network (SARSO-

DMN) for MIR and classification. This work aims to enhance the accuracy 

and efficiency of medical image alignment and classification, addressing the 

challenges posed by diverse imaging modalities and temporal variations. 

The problem involves effectively registering CT and MRI images, followed 

by inhale and exhale classification. The proposed approach begins with 

feeding the input images into a convolutional neural network (CNN), 

followed by applying a deformation field to generate an intermediate output 

(output-1). This output, along with the input MRI images, is further 

processed by a CNN to produce output-2. Subsequently, output-2 and the 

input MRI image are subjected to another CNN, resulting in the final 

registered image. The classification phase utilizes a DMN optimized by the 

SARSO algorithm, which combines smell agent optimization (SAO) and rat 

swarm optimizer (RSO). The results demonstrate that SARSO-DMN 

achieves a maximum accuracy of 90.7%, a minimum false positive rate 

(FPR) of 11.3%, and a maximum true positive rate (TPR) of 91.2%. The 

SARSO-DMN approach provides a robust solution for MIR and 

classification, leveraging advanced optimization techniques to enhance 

performance. 
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1. INTRODUCTION 

In clinical image assessment, deformable image registration (DIR) is the pre-processing method, 

which identifies non-linear spatial transformation to align an image. It is significant for several medical 

applications; wherein spatial aligning of anatomical structure is necessary. Such modalities include image-

assisted process for diagnosing as well as patient organization, where images are obtained at diverse points in 

a time or utilizing various modalities [1]. Particularly in cardiac image assessment, DIR is utilized in image-

assisted interferences, which need myocardial motion tracking or else in myocardial perfusion researches [2]. 

With quick progression of computer and clinical technologies, clinical images of diverse modalities can be 
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acquired through computed tomography (CT), nuclear magnetic resonance imaging (MRI) and other types of 

imaging tools [3]. In an area of clinical images, there are few general issues in deep learning-enabled 

techniques [4], like longer training period, higher necessity for hardware and worst portability of system. An 

indistinctness of conventional registration technique frequently emerges owing to enormous variation among 

reference and floating images [4]. A registration quality directly influences the consequence of its chore and 

follow-up tasks, thus the probe on MIR technology has extensive and reasonable importance. Depending 

upon types of spatial transformations, an image registration includes non-linear transformation as well as 

linear transformation. A linear transformation consists of affine registration and rigid registration. It is the 

total transformation for global image and is frequently utilized as pre-registration function for complicated 

multiple stage registration [5]. This work significantly contributes to the field of clinical image processing, 

offering a method that has the potential to improve diagnostic accuracy and patient outcomes in real-world 

clinical settings. 

Deep learning [6] can learn hierarchical features by assuming simpler image features initially and 

thereafter increasingly constructing up many deep ones from prior levels. Few deep learning techniques like 

stacked auto-encoder (SAE) [7], deep belief network (DBN) and CNN have revealed the advantage in 

creating the complicate feature information in higher-dimensional data and have been used in image 

processing as well as assessment chores like image denoising, classification and segmentation [8]. Recently, 

deep learning, particularly CNN has subversive impact on a domain of computation vision that includes 

image segmentation, classification as well as target detection. A deep learning-enabled registration technique 

substitutes an iterative optimization procedure of convolutional approach utilizing the trained system for 

achieving quick registration of unobserved pair of image volumes. This has been generated quickly and has 

become a major direction of MRI probe nowadays by good quality of its outstanding computation speed as 

well as accuracy [9]. Deep learning techniques that indicate a promising domain of probe have developed for 

image registration lately. Many of these approaches concentrate on regions of interest (ROIs) in highly 

“static” parts like prostate, liver or brain. The deep learning image registration (DLIR) model [10] executed 

unsupervised affine as well as deformable 3D image registration [11]. In present years, deep learning and 

machine learning have been paved their path into image registration and other associated applications namely 

computer-aided diagnosis [12], obtaining highly precise and constant solutions. There is the shortage of 

consensus on categorical method, which benefits from robustness of deep learning against offering high 

accuracy registrations in spite of obtained image pair criterion [13]. 

Boveiri et al. [14] introduced deep learning for the non-rigid multi-model MRI that could dig the 

intrinsic features of clinical images more efficiently than hand-devised feature extraction techniques. Even 

though, this method was not capable to offer acceptable registered outcomes. Yang et al. [15] presented ⊥-

loss for MRI image reconstruction and registration. It minimized end-point mistake with lesser residual 

errors, but phase error was increased slowly while increasing extra noise. Zhu et al. [16] designed 

progressive anatomically constrained deep neural network (PACN) for 3D- deformable MIR. This technique 

generated higher quality of deformation field, though it did not include fine-tuned hyperparameters. Tripathi 

and Shivendra [17] developed multiscale hierarchical deformable registration network (MHNet) for 3D brain 

MR image registration. It had probable for registering other organs as well as modal images, but still it was 

only utilized for brain MRI registration. It was able to execute intra-patient abdominal CT-MRI registration 

successfully, but it failed to predict helpful synthetic transformations for improving detailed alignment. 

Medical image registration (MIR) is a critical task in clinical image processing, involving the 

alignment of images from various modalities, such as MRI and CT, across different time points and subjects. 

Despite the existing methods, more universal solutions must be available for all MIR tasks. This paper 

introduces a novel approach, the smell agent rat swarm optimization deep Maxout network (SARSO-DMN), 

to improve the accuracy and efficiency of MIR and classification. This study aims to address the limitations 

of current MIR techniques by developing a more robust and effective method. The problem statement focuses 

on the challenges of registering CT and MRI images, followed by accurate inhale and exhale classification. 

The proposed approach involves a multi-stage process starting with the input images fed into a convolutional 

neural network (CNN). A deformation field is then applied to produce an intermediate output (output-1). This 

output and the input MRI images are processed through another CNN to generate output-2. Subsequently, 

output-2 and the input MRI image are subjected to a final CNN stage, resulting in the registered image. 

 

 

2. PROPOSED METHOD 

The study introduces a novel approach for MIR and classification by combining SARSO with a 

DMN. The key findings highlight that this approach significantly improves the accuracy of image registration 

and classification compared to traditional methods. The integration of SARSO optimizes the alignment 

process effectively, while the DMN enhances classification accuracy [18]. Additionally, the method is 

computationally efficient, making it suitable for large-scale medical imaging tasks. The approach also 
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demonstrates robustness against noise and image variations, indicating its potential for reliable clinical 

applications in diagnosis and treatment planning. MIR transforms two or several groups of an imaging data 

into single coordinate scheme. It has vital part in diagnosis, surgical preparation to real-time assistance and 

post-procedural analysis. In this work, SARSO-DMN is designed for MIR and classification. The two input 

images considered are CT and MRI images. These two inputs perform image registration using CNN and 

then deformation field is applied, thus output-1 is acquired. Thereafter, output-1 and input MRI image is fed 

to CNN to obtain output-2. Then, output-2 and input MRI image are given to CNN. Figure 1 presents 

diagrammatical illustration of SARSO-DMN for MIR and classification. 

 

 

 
 

Figure 1. Diagrammatical illustration of SARSO-DMN for MIR and classification 

 

 

2.1.  Acquisition of input MRI and CT image 

An input MRI and CT images considered for MIR and classification are obtained from definite 

database [18], which is specified by,  

 

𝑅 = {𝑅1, 𝑅2} (1) 

 

Here, R indicates database comprises of CT and MRI images whereas 1R and 2R can be given as, 

 

𝑅1 = {𝑀1, 𝑀2, . . . , 𝑀𝑚, . . . , 𝑀𝑖} (2) 

 

𝑅2 = {𝐶1, 𝐶2, . . . , 𝐶𝑚, . . . , 𝐶𝑖} (3) 

 

where, 𝑀𝑚 and 𝑀𝑖 represents 𝑚𝑡ℎ input MRI image and overall MRI images in database whereas 𝐶𝑚 and 𝐶𝑖 
indicates 𝑚𝑡ℎ CT image and total CT images in database. 
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2.2.  Image registration using CNN 

MIR is a primary processing stage in the clinical image processing. It is a process of assigning two 

or several input images into one image that offer much information. The registration procedure involves an 

evaluation of optimum transformations, which superiorly allocates objects of interest in input images.  

Here, MRI and CT images signified as 𝑀𝑚 and 𝐶𝑚 are taken as input, where input MRI image is fixed image. 

Initially, both input images are fed to CNN and then deformation field is applied to get output-1 denoted as 

𝐷𝑚. The deformation field [19] from every previous coarse level are utilized as preliminary supposition by 

incorporating them by means of functional composition as well as warp a moving image on high resolution. 

Thereafter, input MRI image and first output specified by 𝑀𝑚 and 𝐷𝑚 are passed to CNN. Thus, output-2 

represented by 𝑋𝑚 is obtained. Afterwards, 𝑋𝑚 and 𝑀𝑚 are subjected to CNN to achieve registered output. 

 

 

3. METHOD 

CNN [20] is defined as a category of artificial neural network (ANN), which needs convolutional 

layer and also consists of other layers like convolutional layer, fully connected (FC) and pooling layers to 

form deep CNN. 

−  Convolutional layer 

A convolutional layer intends to learn the feature depictions of inputs. This layer is comprised of 

various convolutional kernels that are utilized for computing numerous feature maps. Particularly, individual 

neuron of feature map is joined to an area of neighborhood neurons in prior layer. An entire feature maps are 

acquired utilizing various diverse kernels. A feature value at position (𝑏, 𝑐) in 𝑠𝑡ℎ feature map of 𝜔𝑡ℎ layer 

can be mathematically calculated by, 
 

𝑙𝑏,𝑐,𝑠
𝜔 = 𝑔𝑠

𝜔𝑍𝜍𝑏,𝑐
𝜔 + 𝑎𝑠

𝜔 (4) 

 

here, 𝑔𝑠
𝜔 and 𝑎𝑠

𝜔 indicates weight vector as well as bias of 𝑠𝑡ℎ filter of 𝜔𝑡ℎ layer whereas 𝜍𝑏,𝑐
𝜔  specifies input 

patch that is centered at position (𝑏, 𝑐) of 𝜔𝑡ℎ layer. 

−  Activation function 

Activation function presents non-linearity to CNN that are desirable for the multi-layer networks for 

detecting non-linear features. It can be calculated as (5). 
 

𝜈𝑏,𝑐,𝑠
𝜔 = 𝜈(𝑙𝑏,𝑐,𝑠

𝜔 )  (5) 

 

Where, 𝜈(. ) implies non-linear activation function. A general activation functions are namely rectified linear 

unit (ReLU), tanh and sigmoid. 

−  Pooling layer 

This layer intends for achieving shift-invariance by decreasing feature maps resolution. It is 

normally located among two convolutional layers. Individual feature map of pooling layer is associated to its 

related feature map of previous convolutional layer. The pooling function can be represented as (6), 
 

𝜌𝑏,𝑐,𝑠
𝜔 = 𝑝𝑜𝑜𝑙(𝜈𝛼,𝛽,𝑠

𝜔 ), ∀(𝛼, 𝛽) ∈ 𝑁𝑏,𝑐  (6) 

 

here, pooling function is denoted by 𝑝𝑜𝑜𝑙(. ) and 𝑁𝑏,𝑐 specifies local neighbor across position (𝑏, 𝑐).  
An average pooling and max-pooling are common pooling functions. 

−  FC layer 

Following various convolutional layers and pooling layers, CNN structure consists of one or 

numerous FC layers that intends to execute higher-level reasoning. The FC layers take every neuron in prior 

layer and link them to all single neuron of present layer for generating global semantic information. 

−  Output layer 

The last CNN layer is output layer and SoftMax function is generally utilized for several tasks. 

 

3.3.  Inhale and exhale classification utilizing DMN 

The inhale and exhale classification are performed for validating a deformable registration.  

Here, DMN is utilized to carry out inhale and exhale performance by concerning 𝐺𝑚 as input. The tuning of 

DMN is accomplished by SARSO, which is formed by joining smell agent optimization (SAO) with rat 

swarm optimizer (RSO). 
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3.3.1. Architecture of DMN 

Maxout model refers to feed-forward configuration namely deep CNN or else multilayer 

perceptron’s that make use of newer variety of an activation function specified as Maxout unit. DMN [21], 

[22] contains numerous layers that generate hidden activations using Maxout function. 

− ReLU 

Initially, ReLU is engaged in the restricted Boltzmann machines (RBM) that can be illustrated as, 

 

𝜑𝜐 = {
𝐾𝜐 , 𝑖𝑓𝐾𝜐 ≥ 0
0, 𝑖𝑓𝐾𝜐 < 0

  (7) 

 

here, 𝐾𝜐 symbolizes input subjected to neuron and 𝜑𝜐 denotes output. 

−  Maxout 

It is an actual sort of ReLU operation that obtains max function on 𝜆(𝜆 = 2) trainable linear 

functions. Assume particular input 𝐾 ∈ 𝐴𝜕, where 𝐾 implies state vector or else raw input vector of a hidden 

layer and Maxout unit output can be formulated by, 
 

𝑄𝜐(𝐾) = 𝑚𝑎𝑥
𝜛∈[1,𝜆]

𝛣𝜐𝜛  (8) 

 

where, 𝛣𝜐𝜛 = 𝐾
𝑂𝛸...𝜐𝜛 + 𝛨𝜐𝜛 , 𝛸 ∈ 𝐴

𝜕×𝛿×𝜆 signifies trainable parameters whereas 𝜆 signifies count of linear 

sub-hidden units. A Maxout unit activation balances uttermost across 𝜆 feature maps in CNN. Furthermore, 

Maxout unit is analogous to normally employing spatial max-pooling in CNN configuration. This attains 

higher value more than equal input, where spatial max-pooling is associated to 𝜆 numerous inputs. 

−  DMN 

This is the sort of trainable activation function with numerous layer arrangements. For an input 𝐾 ∈
𝐴𝜕, hidden unit activation is modeled as, 
 

𝛭𝜐,𝜛
1 = 𝑚𝑎𝑥

𝜛∈[1,𝜆1]
𝐾𝑂𝛸...𝜐𝜛 + 𝛨𝜐𝜛 (9) 

 

𝛭𝜐,𝜛
2 = 𝑚𝑎𝑥

𝜛∈[1,𝜆2]
𝛭𝜐,𝜛
1 𝑂

𝛸...𝜐𝜛 + 𝛨𝜐𝜛  (10) 

 

𝛭𝜐,𝜛
𝛿 = 𝑚𝑎𝑥

𝜛∈[1,𝜆𝛿]
𝛭𝜐,𝜛
𝛿−1𝑂𝛸...𝜐𝜛 + 𝛨𝜐𝜛  (11) 

 

𝛭𝜐,𝜛
𝑞
= 𝑚𝑎𝑥
𝜛∈[1,𝜆𝑞]

𝛭𝜐,𝜛
𝑞−1𝑂

𝛸...𝜐𝜛 +𝛨𝜐𝜛 (12) 

 

𝑄𝜐 = 𝑚𝑎𝑥
𝜛∈[1,𝜆𝑞]

𝛭𝜐,𝜛
𝑞

 (13) 

 

here, 𝜆𝛿  implies total units in 𝛿𝑡ℎlayer and 𝑞 signifies entire layers consisted in DMN. The DMN activation is 

much stronger for evaluating an arbitrary recurrent activation function except non-convex activation 

operations. A conventional non-linear activation functions such as rectified linear and an absolute value 

rectifier are assessed by DMN when 𝜆 is not lower than 2. However, an effectual feature extraction requires a 

large amount difficult non-linear operation. DMN is capable for estimating an arbitrary activation operation 

during parameter augmentation. 

 

3.3.2. Training of DMN utilizing SARSO 

SAO [23] utilizes phenomena of the smell and an instinctive trailing characteristic of agent for 

identifying a smelling source. It was proven as effective approach in resolving unimodal as well as 

multimodal operations. RSO [24] is designed to solve challenging optimization issues. A major stimulation 

of this approach is attacking and chasing characteristics of rats naturally. This algorithm has higher 

performance ability in unidentified search spaces. Here, SAO and RSO are incorporated to form SARSO that 

is an effectual approach to tune DMN for inhale and exhale classification. 

A fitness computation is done by identifying a variation amid targeted output and DMN output, 

which is calculated as, 

 

ƛ =
1

𝑖
∑ [𝛵𝑚 − 𝑆𝑚]

2𝑖
𝑚=1

  

(14) 
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where, i signifies overall CT and MRI images whereas 𝛵𝑚 and 𝑆𝑚 represents targeted and DMN outputs. 

SARSO performs beneath elucidated steps to get superior solution. 

− Step 1: Initialize the solution 

SAO process is initiated by generating initial location (population) of the smell molecules randomly. 

The initialization process can be formulated as, 

 

ℜ = {ℜ1,ℜ2, . . . ,ℜ𝑛 , . . . ,ℜ𝜉}  
(15) 

 

where, ℜ𝜉  represents total variables, ℜ𝑛 denotes 𝑛𝑡ℎ candidate solution and ℜ specifies population. 

− Step 2: Calculation of objective function  

The calculation of objective function is performed by computing difference amid targeted and DMN 

outputs using (14). 

− Step 3: Sniffing method 

Assume smell molecules signified as 𝐿 and hyperspace, wherein smell molecules are evaporating is 

given by 𝐻. The smell molecules population is allocated a location as, 

 

ℜ𝑛
𝜇 = [ℜ𝐿,1

𝜇
,ℜ𝐿,2

𝜇
, . . . ,ℜ𝐿,𝐻

𝜇
] (16) 

 

where, 𝑛 = {1,2, . . . , 𝐿} and 𝜇 indicates smell molecules position. 

A velocity vectorT is considered as diffusion vector that is the displacement of smell molecules 

from smell source or origin. The smell molecules velocity can be computed by (17). 

 

𝑡𝑛
𝜇
= [𝑡𝐿,1

𝜇
, 𝑡𝐿,2
𝜇
, . . . , 𝑡𝐿,𝐻

𝜇
] (17) 

 

The location of individual candidate solution can be determined by location vector 𝐽𝑛
𝜇
∈ 𝑃𝐿  and 

molecule velocity 𝑇𝑛
𝜇
∈ 𝑃𝐿 . As the smell molecules movements are non-uniform in six-dimensional 

coordinates, a velocity can be illustrated by, 

 
𝛥𝐽(𝑢,𝑣,𝑤)
𝜇

𝛥𝜇
= 𝑇(𝑥,𝑦,𝑧)

𝜇
 (18) 

 

here, 𝛥𝐽(𝑢,𝑣,𝑤)
𝜇

 implies displacement, 𝛥𝜇 indicates change in time and 𝑇(𝑥,𝑦,𝑧)
𝜇

 specifies velocity. 

 

𝛥𝐽(𝑢,𝑣,𝑤)
𝜇

= 𝑇(𝑥,𝑦,𝑧)
𝜇

× 𝛥𝜇 (19) 

 

Thus, a generalized form of above equation can be modeled as, 

 

𝛥𝐽(𝑢,𝑣,𝑤)
(𝜇)+1

− 𝛥𝐽(𝑢,𝑣,𝑤)
𝜇

= 𝑇(𝑥,𝑦,𝑧)
𝜇

× 𝛥𝜇 (20) 

 

the aforementioned equation can be rearranged as, 

 

𝛥𝐽(𝑢,𝑣,𝑤)
(𝜇)+1

= 𝑇(𝑥,𝑦,𝑧)
𝜇

× 𝛥𝜇 + 𝛥𝐽(𝑢,𝑣,𝑤)
𝜇

  (21) 

 

hence, 𝛥𝜇 in above equations is taken as 1. Now, substitute 𝛥𝜇 in above equation and thus equation becomes, 

 

𝛥𝐽(𝑢,𝑣,𝑤)
(𝜇)+1

= 𝑇(𝑥,𝑦,𝑧)
𝜇

+ 𝐽(𝑢,𝑣,𝑤)
𝜇

 (22) 

 

here, (𝑢, 𝑣, 𝑤) and (𝑥, 𝑦, 𝑧) are location and velocity coordinates of smell molecules in search space. 

− Step 4: Smell velocity updating and location 

All smell molecules consist of related velocities, wherein they move and updates their location in 

search space. As gas molecules travel in non-uniformity manner, the gas velocity is acquired from 

hydrostatic pressure of gas that can be given by, 

 

𝑝 =
1

2
(𝑙𝑘𝑡2) =

3

2
(𝜏𝑙𝛧) (23) 
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here, 𝑙 denotes quantity of substance in gas. Thus, velocity of non-uniformity gas molecules in search space 

is formulated by, 

 

𝑡𝑛
(𝜇+1)

= √
3𝜏𝛧

𝑘
 (24) 

 

from (24), smell molecules velocity is updated as, 

 

𝑡𝑛
(𝜇+1)

= 𝑡𝑛
𝜇
+ 𝑑0 × √

3𝜏𝛧

𝑘
 (25) 

 

− Step 5: Trailing method 

For an agent to effectively trail a smell path, agent must be capable to keep in mind about molecule 

position with finest smell attentiveness and location with worse attentiveness of smell [25]. An agent utilizes 

this information while training to evade moving towards a domain with poor fitness. A trailing characteristic 

of an agent can be mathematically modeled as,  

 

ℜ𝑛
(𝜇+1) = ℜ𝑛

𝜇 + 𝑑1 × 𝑓 × (ℜ𝜗
(𝜇)
−ℜ𝑛

(𝜇)) − 𝑑2 × 𝑓 × (ℜ𝜒
(𝜇) −ℜ𝑛

(𝜇)) (26) 

 

ℜ𝑛
(𝜇+1) = ℜ𝑛

𝜇[1 − 𝑑1 × 𝑓 + 𝑑2 × 𝑓] + 𝑑1 × 𝑓 ×ℜ𝜗
(𝜇)
− 𝑑2 × 𝑓 ×ℜ𝜒

(𝜇)
 (27) 

 

the standard equation of RSO can be modeled by, 

 

𝑈𝑛
→ 
(𝑟 + 1) = |𝑈𝑒

→ 
(𝑟) − 𝑈

→
| (28) 

 

− Step 6: Termination 

The process above mentioned for SARSO performs continually until optimum solution is obtained.  

 

 

4. RESULTS AND DISCUSSION 

The best achievements attained by SARSO-DMN for MIR and classification are expounded in 

below sub-sections. 

 

4.1.  Experimentation setup 

An experimental execution of the SARSO-DMN for MIR and classification was carried out using 

Python. Multimodal ground truth datasets for abdominal MIR were utilized in this study. The dataset 

includes T1-weighted MRI, CT, and cone beam (CB) CT images that are intrinsically co-registered. The 

MRI, CT, and CBCT images were provided in .zip file format and were extracted for use in the experiments. 

These datasets provide ground truth for image registration and segmentation, making them ideal for 

evaluating the performance of the proposed method. The .zip files containing the MRI, CT, and CBCT 

images were unzipped, and the images were loaded into the Python environment. The intensity values of the 

images were normalized to ensure uniformity and to enhance the performance of the neural networks. All 

images were resized to a uniform dimension suitable for the CNN input layer. 

 

4.2.  Comparative analysis 

Deep learning [1], PACN [3], deformable deep learning [5], and unsupervised deep learning [7] are 

the comparative methods taken into consideration to evaluate SARSO-DMN to show its effectiveness. 

SARSO-DMN performs comparative assessment by varying training data and k-value concerning evaluation 

measures. Figure 2 expounds on the evaluation of the SARSO-DMN by varying the percentage of training 

data and considering various performance measures. The values acquired by the devised SARSO-DMN for 

90% of the training data are detailed below. Figure 2(a) delineates the assessment of SARSO-DMN 

considering accuracy. SARSO-DMN attained an accuracy of 0.907, whereas deep learning, PACN, 

deformable deep learning, and unsupervised deep learning achieved accuracies of 0.813, 0.835, 0.861, and 

0.887, respectively. This reveals a performance enhancement of 10.372%, 7.946%, 5.002%, and 2.211% by 

SARSO-DMN over these methods. The higher accuracy indicates that SARSO-DMN is more effective in 

correctly classifying the images than the other approaches. Evaluation of SARSO-DMN about false positive 

rate (FPR) is shown in Figure 2(b). The FPR achieved by SARSO-DMN is 0.113, while the FPRs acquired 
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by deep learning, PACN, deformable deep learning, and unsupervised deep learning are 0.223, 0.209, 0.179, 

and 0.131, respectively. This lower FPR for SARSO-DMN signifies a reduction in negative instances 

incorrectly classified as positive, highlighting its reliability in minimizing false alarms. Figure 2(c) 

demonstrates the assessment of SARSO-DMN about true positive rate (TPR). SARSO-DMN obtained a TPR 

of 0.912, whereas deep learning, PACN, deformable deep learning, and unsupervised deep learning achieved 

TPRs of 0.817, 0.837, 0.867, and 0.884, respectively. This represents a performance improvement of 

10.484%, 8.292%, 5.004%, and 3.129% by SARSO-DMN. The higher TPR indicates that SARSO-DMN is 

more effective in correctly identifying positive instances, enhancing its utility in clinical applications where 

accurate positive detection is crucial. The results depicted in Figure 2 illustrate the superior performance  

of SARSO-DMN in terms of accuracy, FPR, and TPR compared to other state-of-the-art methods.  

The significant improvements in these metrics demonstrate the effectiveness of SARSO-DMN in MIR and 

classification tasks. 

The classification phase employs a DMN tuned by the SARSO algorithm, which is a hybrid of SAO 

and RSO. This novel optimization approach enhances the DMN’s performance in classification tasks. The 

key findings of this work underscore the substantial improvement in accuracy and reliability achieved by the 

SARSO-DMN approach. It attains a maximum accuracy of 90.7%, a FPR of 11.3%, and a maximum TPR of 

91.2%. These results clearly outperform existing methods, demonstrating the potential of the SARSO-DMN 

approach in the field of medical image processing and classification. The SARSO-DMN approach presents a 

substantial advancement in the field of MIR and classification. Integrating advanced optimization techniques 

and deep learning models offers a promising solution for enhancing the precision and effectiveness of 

medical image processing, potentially leading to better diagnostic accuracy and patient outcomes. 

 

 

  
(a) 

 
(b) 

 

 
(c) 

 

Figure 2. Comparative evaluation concerning training data; (a) accuracy, (b) FPR, and (c) TPR 
 

 

5. CONCLUSION 

In recent days, MIR has become a valuable assistant for clinical specialists. Its significance lies in its 

ability to aid in diagnosis, monitor the progression of diseases, and select appropriate therapies based on the 
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patient’s condition. Image-based registration approaches that aggregate data from more significant parts of an 

image to enhance accuracy are computationally intensive and often suffer performance degradation. In this 

context, the SSARSO-DMN is introduced for MIR and classification. The proposed method involves two 

input images, such as CT and MRI images, from the dataset. The image registration process begins by 

passing these input images into a CNN and then applying a deformation field to obtain an intermediate output 

(output-1). This output and the input MRI images are then fed back into a CNN to produce output-2.  

Finally, output-2 and the input MRI image are subjected to another CNN to obtain the registered image.  

This registered image is used for inhale and exhale classification utilizing a DMN. The combination of SAO 

with RSO, termed SARSO, is employed to train the DMN. The SARSO-DMN achieved maximum accuracy, 

minimum FPR, and maximum TPR of approximately 90.7%, 11.3%, and 91.2%, respectively, when 

considering 90% of the training data. These findings demonstrate the effectiveness of the proposed method  

in improving the accuracy and reliability of MIR and classification compared to existing methods.  

The SARSO-DMN method can be further optimized and adapted for other medical imaging tasks, such as 

tumor detection, organ segmentation, and treatment planning. 
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