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 This research addresses the challenge of detecting attacks in the internet of 

things (IoT) environment, where minority classes often go unnoticed due to 

the dominance of majority classes. The primary objective is to introduce and 

integrate the imbalance ratio formula (IRF) into the XGBoost algorithm, 

aiming to provide greater emphasis on minority classes and ensure the 

model's focus on attack detection, particularly in binary and multiclass 

scenarios. Experimental validation using the IoTID20 dataset demonstrates 

the significant enhancement in attack detection accuracy achieved by 

integrating IRF into XGBoost. This enhancement contributes to the 

consistent improvement in distinguishing attacks from normal traffic, 

thereby resulting in a more reliable attack detection system in complex IoT 

environments. Moreover, the implementation of IRF enhances the robustness 

of the XGBoost model, enabling effective handling of imbalanced datasets 

commonly encountered in IoT security applications. This approach advances 

intrusion detection systems by addressing the challenge of class imbalance, 

leading to more accurate and efficient detection of malicious activities in IoT 

networks. The practical implications of these findings include the 

enhancement of cybersecurity measures in IoT deployments, potentially 

mitigating the risks associated with cyber threats in interconnected smart 

environments. 
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1. INTRODUCTION 

Technology has become a basic necessity in society, bringing about significant changes in their 

lifestyles [1]. One of these technological advancements is the internet of things (IoT), which consists of 

interconnected everyday devices equipped with lightweight processors and network cards. These devices can 

be managed through web services and/or other types of interfaces [2]. A multitude of physical objects, such as 

temperature sensors, smartphones, air conditioners, and even smart power grids, are directly involved in the 

Internet, enabling environmental monitoring and collaborative task execution without human intervention [3]. 

The advancement of the internet of things (IoT) has played a significant role in everyday life. 

However, alongside the convenience and efficiency offered by IoT, the emergence of security challenges 

has become a primary concern. In 2018, Symantec's report noted that the total number of targeted attacks 

on IoT devices exceeded 57,000, with over 5,000 attacks recorded each month. Attackers employed various 

https://creativecommons.org/licenses/by-sa/4.0/
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hacking techniques such as denial of service (DoS), distributed DoS (DDoS), ransomware, and other botnet 

attacks to exploit vulnerabilities in IoT systems and networks [4]. Nevertheless, they provide insights into 

traffic behavior and can help identify crucial information. One approach to recognizing changes in network 

behavior is through an intrusion detection system (IDS) that assists in detecting, assessing, and identifying 

unauthorized usage in information systems [5]. 

The IDS plays a crucial role in addressing potential network threats before exhibiting malicious 

behavior. IDS is responsible for identifying malicious activities on a host that can subsequently spread to 

other hosts within the network. Research utilizing IDS datasets has been conducted. Our innovative IDS 

model employs statistical pre-processing, Stack Denoising Auto Encoder (SDAE) for data reduction, and a 

transformer-enhanced classification approach, demonstrated on the NSL-KDD dataset [6]. In the study by 

sun et al. [7], the UNSW-NB15 dataset was employed for a Random Forest classification model. The 

ensemble model applied to the NSL-KDD, Kyoto, and CSE-CIC-IDS-2018 datasets yielded satisfactory 

results [8]. Experiments were conducted on the CSE-CIC-DS2018 dataset, combining convolutional neural 

network (CNN) and recurrent neural network (RNN) models [9]. Experimentation on the Bot-IoT dataset 

using the proposed method proved efficient and achieved an average accuracy exceeding 96% [10]. In this 

study, the authors refer to the IoTID20 dataset [11]. Asserts the existence of various types of attacks on the 

internet of things (IoT), including data exfiltration, DoS and DDoS attacks, Keylogging, as well as 

operating system (OS scan) and service scanning (service scan). Ullah in [12] introduced a dataset named 

IoTID20, which contains diverse types of IoT attacks and families. IoTID20 was developed for the 

detection of abnormal behavior in IoT, encompassing Mirai attacks, DoS, Scan, MITM ARP spoofing, scan 

host port, and Mirai-UDP [13].  

However, an issue arises in the IoTID20 dataset, namely, imbalance. Imbalance is a novel concern 

in the field of machine learning, where imbalance occurs when the number of samples in one class is 

greater than the other in a dataset with two or multiple classes [14]. The consequence is that the model 

tends to learn less about minority classes, resulting in training bias towards the majority class [15].  

To address the imbalance issue in the data, various sampling techniques have been proposed, such as 

oversampling, undersampling, random sampling, and others [14]. Several studies have investigated the 

imbalance problem in multi-class scenarios. For instance, utilized a combination of synthetic minority over-

sampling technique (SMOTE) and undersampling based on gaussian mixture model (GMM) on the 

UNSW-NB15 and CICIDS2017 datasets [16]. Attack categories include common types such as DoS, 

DDoS, Botnet, PortScan, web attacks, and so on. Another study from Mqadi et al. [17] employed 

undersampling based on the near-miss algorithm with random forest. Therefore, a model is required to 

produce more optimal results, which can be achieved by utilizing a machine learning approach to address 

the imbalance in the IoTID20 dataset. In this research, the imbalance issue in multiclass is tackled by 

employing an imbalance ratio, referred to as imbalance ratio formula (IRF) [18], where each minority class 

is given weighted emphasis to ensure the model pays more attention to the minority classes. 

Machine learning is a scientific exploration of algorithms and statistical models applied by 

computer systems to perform specific tasks without requiring direct programming [19]. Currently, anomaly 

detection techniques in networks generally rely on machine learning approaches, such as KNN and SVM 

[20]. According to research, some IDS use classification algorithms like decision trees, SVM, K-nearest, 

and others use feature selection [21]. In this study, the authors refer to the LightGBM approach. light 

gradient boosting machine (LightGBM) is one of the latest research findings in the gradient boosting 

framework that utilizes tree-based learning algorithms [22]. LightGBM, as a dominant ensemble method, 

utilizes the decision tree algorithm and is often applied to classification tasks due to its superiority [7]. For 

this research, the model used is XGBoost to provide better performance. The primary contributions of this 

study include: 

− Introducing a novel formula termed IRF to apply weighted emphasis on minority classes, ensuring the 

model focuses on the minority classes, particularly in binary and multiclass scenarios. 

− Integrating IRF into XGBoost to enhance performance in the detection of attacks within the IoT 

environment, thereby achieving improved accuracy and efficiency. 

 

 

2. METHOD 

In response to the prevalent security challenges in the internet of things (IoT) environment, we 

propose a specifically tailored intrusion detection methodology. The proposed approach includes the 

implementation of an IDS designed to address the unique characteristics of IoT. This strategic methodology 

is crafted to provide robust protection against evolving security threats in the dynamic IoT ecosystem. By 

addressing specific challenges in the IoT domain, our methodology aims to enhance the security posture 

and resilience of IoT devices and systems. Figure 1 illustrates the implementation of the analysis using the 
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IoTID20 dataset, involving a series of preprocessing steps such as label encoding, numerical 

transformation, and normalization. To tackle class imbalance, class weight techniques are applied to 

enhance the role of minority classes in the model. The data is then partitioned with an 80% allocation for 

training and 20% for testing, with the XGBoost model chosen as the primary algorithm. Evaluation of the 

analysis results using a confusion matrix provides in-depth insights into the model's ability to handle class 

imbalance in the IoTID20 dataset. 
 
 

 
 

Figure 1. Diagram of model construction 

 

 

2.1.  Dataset IoTID20 

The original IoTID20 dataset consists of 625,783 entries with 86 features per entry [23]. After 

eliminating duplicate data, the number of entries is reduced to 461,696 with 86 features. The purpose of the 

duplicate elimination process is to clean the dataset from potential redundant data, ensuring the accuracy of 

the analysis on the dataset. Table 1 shows the class distribution for both binary and multiclass 

classification: binary categorizes data into anomaly and normal, while multiclass provides finer categories 

such as Mirai, scan, DoS, and others, with a consistent total of 461,696 entries across classifications. The 

classification of class attributes involves the utilization of the 'Label' and 'Cat' attributes. 

 

 

Table 1. Binary and multiclass class distribution IoTID20 dataset 
 Label Class number 

Binary 
Anomaly 423098 
Normal 38598 

Total 461696 

 Cat Class number 

Multiclass 

Mirai 281102 

Scan 59390 

DoS 56744 
Normal 38598 

MITM ARP spoofing 25862 

Total 461696 

 

 

In the preprocessing phase, the code undergoes several crucial steps to enhance the dataset's 

suitability for machine learning tasks. Initially, it uses LabelEncoder to convert categorical features, namely 

`Src_IP`, and `Dst_IP`, into numerical representations. The 'Flow_ID' and 'Timestamp' feature will be 

removed. The code then addresses potential issues related to infinite values in certain columns by replacing 

them with large finite values. Furthermore, to ensure the robustness of the dataset, the data is scaled using 

RobustScaler, a technique designed to reduce sensitivity to outliers. These preprocessing steps collectively 

contribute to optimizing the dataset for subsequent machine learning models, enhancing robust 

performance. 

 

2.2.  Imbalance ratio formula 

To enhance and advance the earlier method introduced in binary classification [12], this research 

presents a multi-class classification strategy incorporating a novel imbalance ratio approach. The 

antecedent investigation focused on binary classification challenges, primarily addressing distinctions 

between two classes. In the current study, we broaden the scope to investigate binary and multiclass 

classification concerns. The procedural steps for computing the IRF for a given dataset are as follows [24]: 

- Find the number of samples in each class. 
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- For each class 𝑖, calculate the number of samples in the majority class (𝑁𝑖) and the number of samples 

in the minority class (𝑛𝑖). 

- Calculate the imbalance ratio (𝐼𝑅𝑖) for each class i as follows: 

 

𝐼𝑅𝑖 = 𝑁𝑖/𝑛𝑖 (1) 

 

- Calculate the IRF value for the dataset as the maximum imbalance ratio across all classes: 

 

𝐼𝐹𝑅 = 𝑚𝑎𝑥(𝐼𝑅1, 𝐼𝑅2, … , 𝐼𝑅𝑘) (2) 

 

- Calculate the average of the values obtained in step 2. 

- Return the result. 

Where 𝑘 is the total number of classes in the dataset. 

 

2.3.  XGBoost 

According to Chen and Guestrin [25], These formulas represent key components of the decision 

tree model within the framework of gradient boosting. In the context of the gradient boosting algorithm, the 

IRFst formula ℒ (𝑡) denotes the loss function at iteration (𝑡), encompassing terms related to prediction 

errors, the current model's predictions, and a regularization component. The second formula 𝑤𝑗
∗ calculates 

the optimal weight for a specific node in the decision tree, considering the gradients and Hessians of the 

loss function, with an added regularization term.  

The third formula ℒ (𝑡)(𝑞) defines the loss function for tree pruning at iteration (𝑡), incorporating 

terms related to the sum of gradients, Hessians, a regularization parameter 𝜆, and a pruning parameter 𝛾. 

Lastly, the fourth formula ℒ𝑠𝑝𝑙𝑖𝑡  represents the loss function guiding the selection of a split at a tree node, 

involving sums of gradients and Hessians for both the left and right child nodes, regularization, and a 

pruning term 𝛾. These formulations collectively contribute to the effective training and optimization of the 

gradient boosting algorithm. These formulas are part of the decision tree model used in gradient boosting 

methods. Here's a brief explanation for each formula: 

 

ℒ (𝑡) = ∑ 𝐼 (ŷᵢ, 𝑦ᵢ(𝑡−1) + 𝑓𝑡(𝑥ᵢ)) +
𝑛

𝑖=1
 𝛺(𝑓𝑡), (3) 

 

ℒ (𝑡) = ∑ [𝑙 (ŷ, 𝑦ᵢ(𝑡−1)) + 𝑔ᵢ 𝑓𝑡(𝑥ᵢ) +  
1

2
 

𝑛

𝑖=1
ℎ𝑖  𝑓𝑡2(𝑥ᵢ)] +  𝛺(𝑓𝑡), (4) 

 

ℒ (𝑡) = ∑  (𝑔ᵢ𝑓𝑡(𝑥ᵢ) +
𝑛

𝑖=1

1

2
ℎᵢ𝑓𝑡

2(𝑥ᵢ)] +  𝛺(𝑓𝑡), (5) 

 

𝑤𝑗
∗ = −

(∑𝑖∈𝐼𝑗 𝑔ᵢ)2

∑𝑖∈𝐼𝑗 ℎ𝑖+ 𝜆
, (6) 

 

ℒ (𝑡)(𝑞) = −
1

2
∑

(∑𝑖∈𝐼𝑗 𝑔ᵢ)2

∑𝑖∈𝐼𝑗  ℎ𝑖+ 𝜆
 + 𝛾𝑇

𝑇

𝑗=1

, (7) 

 

ℒ𝑠𝑝𝑙𝑖𝑡 =  
1

2
[

(∑𝑖∈𝐼𝐿
𝑔ᵢ)2

∑𝑖∈𝐼𝐿 ℎ𝑖+ 𝜆
+  

(∑𝑖∈𝐼𝑅 𝑔ᵢ)2

∑𝑖∈𝐼𝑅 ℎ𝑖+ 𝜆
 −

(∑𝑖∈𝐼 𝑔ᵢ)2

∑𝑖∈ 𝐼ℎ𝑖+ 𝜆
] − 𝛾, () 

 

2.4.  Evaluation 

In the context of binary and multiclass classification, specifically for the Label Anda Cat task, 

evaluation metrics are generated similarly to the process followed in binary and multiclass classification. 

These metrics provide a quantitative assessment of the model's performance in handling multiple classes, 

offering insights into aspects such as precision, recall, F1-score, and accuracy for each class within the 

binary and multiclass classification problem. This provides a solid foundation for evaluating the 

effectiveness of the model in distinguishing between different classes in the binary and multiclass 

classification dataset [26]. 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
 (9) 
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𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
 (10) 

 

𝐹1 = 2 ∗
𝑃𝑟𝑒𝑠𝑖𝑠𝑖∗𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑠𝑖𝑠𝑖+𝑅𝑒𝑐𝑎𝑙𝑙
 (11) 

 

𝐹𝑁𝑅 =
𝐹𝑁

𝑇𝑃+𝐹𝑁
 (12) 

 

𝑃𝑅 =
𝐹𝑃

𝐹𝑃+𝑇𝑁
 (13) 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑁+𝐹𝑃+𝑇𝑁
 (14) 

 

 

3. RESULTS AND DISCUSSION 

3.1.  Imbalance ratio formula 

The purpose of the results from Table 2 is to determine the class weights applied to each class 

within the dataset. These calculations yield the class weights for each class, expressed as the IRF. In binary 

classes, the anomaly class has an IRF of 0.54569846, while the normal class has an IRF of 5.97064434. 

The total IRF for binary classes is 10.94128860. Additionally, for multiclass classes, the Mirai class has an 

IRF of 1.554793736, the scan class has an IRF of 3.570458588, the DoS class has an IRF of 0.328490014, 

the normal class has an IRF of 2.392331209, and the MITM ARP Spoofing class has an IRF of 

1.627294516. These results demonstrate the weights assigned to each class to address the imbalance within 

the dataset. 

 

 

Table 2. Class weights based on IRF calculation 
 Label Class number Class of number IRF 

Binary 

Anomaly 423098 0.54569846 
Normal 38598 5.97064434 

Total 461696 
 

 Cat Class number Class of number IRF 

Multiclass 

Mirai 281102 1.554793736 

Scan 59390 3.570458588 

DoS 56744 0.328490014 
Normal 38598 2.392331209 

MITM ARP Spoofing 25862 1.627294516 

Total 461696  

 

 

3.2.  XGBoost model and evaluation 

Table 3 presents a comprehensive evaluation of the IRF model's performance in both binary and 

multiclass scenarios. In the binary analysis, metrics including accuracy, precision, recall, and F1-score are 

detailed for the "anomaly" and "normal" classes. Notably, the "anomaly" class achieves exceptional 

performance with an accuracy of 0.999984, precision of 0.99975, recall of 1.00000, and an F1-score of 

0.99988. Similarly, the "normal" class achieves perfect accuracy (1.00000) with high precision (0.99998) 

and recall (0.99999). Figure 2 provides a visual depiction of these metrics for clarity and enhanced 

interpretation. 

In the multiclass assessment, classes such as "DoS," "MITM ARP Spoofing," "Mirai," "normal," 

and "scan" are evaluated. Key highlights include the "DoS" class with an accuracy of 0.999912, precision 

of 1.00000, recall of 0.99941, and an impressive F1-score of 0.99970. "MITM ARP Spoofing" also 

demonstrates exceptional accuracy and robust precision and recall metrics. Similarly, classes like "Mirai," 

"Normal," and "Scan" consistently exhibit strong performance across all evaluated metrics, underscoring 

the IRF model's efficacy in accurately classifying instances across diverse classes. A graphical 

representation of these multiclass evaluation metrics in Figure 2 complements the textual findings. Overall, 

IRF proves effective in improving the detection of minority classes across various scenarios. Although it 

requires more computational resources in multiclass models, this integration demonstrates IRF's potential 

for application in attack detection systems within IoT environments. It significantly enhances performance 

in threat detection. 
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Table 3. Evaluation results of IRF model performance in binary and multiclass scenarios 
Label Accuracy Precision Recall F1-score Time (Sec) 

Anomaly 
0.999984 

0.99975 1.00000 0.99988 
23.501898 

Normal 1.00000 0.99998 0.99999 

Average  0.999984 0.999984 0.999984  

Cat Accuracy Precision Recall F1-score  

DoS 

0.999912 

1.00000 0.99941 0.99970 

50.832946 

MITM ARP Spoofing 0.99957 1.00000 0.99978 

Mirai 0.99995 0.99996 0.99996 
Normal 0.99975 1.00000 0.99988 

Scan 0.99987 0.99993 0.99990 

Weighted average  0.999912 0.999912 0.999912  

 
 

 
 

Figure 2. Performance metrics for different XGBoost label strategies 
 

 

Table 4 summarizes the performance metrics of various algorithms for binary and multiclass 

classification. While methods like shallow neural networks (100% accuracy) and random forest (99.96%) 

demonstrate strong results, the proposed XGBoost Multiclass IRF achieves the highest accuracy of 99.99%, 

outperforming prior approaches. This highlights the effectiveness of XGBoost in handling multiclass 

classification tasks with exceptional precision. 
 
 

Table 4. Performance metrics for different XGBoost binary and multiclass strategies 
Algorithm Accuracy Precision 

Ullah, Safi et al. [27] DCNN 98% 

Y. Song [28] Deep Learning-MCC 94% 

R. Qaddoura [29] Single Hidden Layer Feed-Forward Neural Network (SLFN) 98% 

A. A. Alsulami [30] Shallow Neural Networks (SNNs) 100% 

P. Maniriho [31] Random Forest (DoS, MITM, Scan) 99,96% 

K. Albulayhi [32] Intersection Mathematical (IMF) and Union Mathematical (UMF) 99.7% and 99,7% 

I. Ullah [12] Decision Tree (Sub-Category) 88% 

Proposed method XGBoost Multiclass IRF 99,99% 

 

 

4. CONCLUSION  

This study successfully introduces and integrates the IRF into the XGBoost algorithm to enhance 

attack detection performance in internet of things (IoT) environments. Experimental results demonstrate 

that applying IRF effectively addresses class imbalance within datasets. In binary scenarios, IRF increased 

the recall metric from 0.988914 to 0.998635, with a negligible decrease in accuracy from 0.998971 to 

0.998635. Similarly, in multiclass scenarios, IRF showed balanced performance with a slight decrease in 

accuracy from 0.993253 to 0.992733, though processing time increased from 37.63 seconds to 49.40 

seconds. The implementation of IRF not only improves the detection of minority classes but also 

demonstrates significant potential for application in intrusion detection systems within IoT environments. 

Although IRF requires greater computational resources, the enhanced performance in detecting malicious 

activities substantiates its effectiveness and reliability as a promising solution to bolster cybersecurity 

measures in IoT settings. Future work should explore optimizing the IRF algorithm for computational 

efficiency and test its application on various IoT datasets to assess generalization and robustness. 



Indonesian J Elec Eng & Comp Sci  ISSN: 2502-4752  

 

 Enhancing attack detection in IoT through integration of weighted … (Januar Al Amien) 

647 

Additionally, the development of adaptive detection systems with continuous learning capabilities should 

be investigated to improve responsiveness to emerging threats in dynamic IoT environments. 
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