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 Job matching is a hiring process that involves a thorough understanding of 

the context and meaning of words in different languages. The updated and 

expanded latent semantic indexing (LSI) Framework seeks to improve the 

precision and relevance of job matching analysis of word meanings in multi-

languages. Because they only compare related terms, conventional LSIs are 

often insufficient to address the complexity of context in job matching. 

Extending the LSI approach can improve the vector representation of words 

and help you understand the context and semantic relationships in the text. 

Improved LSI analyzes context more precisely by using word vector 

representation. Improved LSI focuses on understanding semantic 

relationships between words in many languages to produce more accurate 

and relevant job matches. This paper describes the steps involved in 

improving LSI, such as data collection, pre-processing, linguistic feature 

extraction, LSI model training, and evaluation of matching results. The 

results show that the examined classification model has much better 

performance in terms of word classification. Conventional LSI has an 

average prediction value of 79%, once the enhanced LSI can accurately 

predict about 84% of the entire word, it has a reasonable capacity to 

recognize the actual words in a natural context. 
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1. INTRODUCTION 

In today's era of globalization, the challenge of bringing together job candidates with suitable 

positions is increasingly complex, especially with the diversity of languages that exist in various countries 

and cultures. Job searches often involve different languages, so sophisticated approaches are needed to ensure 

an accurate match between a candidate's qualifications and desired job requirements [1]. One approach that 

has been used is latent semantic indexing (LSI), a technique in the field of natural language processing that 

makes it possible to extract and analyze the relationships between words in documents [2], [3]. LSI allows 

for more flexible and relevant searches by recognizing semantic relationships between words [4], [5]. Text 

indexing and analysis techniques, LSI [6], used to find semantic patterns of documents. When analyzing text, 

LSI describes terms and documents using vector space. Complex connections or implied meanings between 

words in a text are beyond the scope of linear representation or LSI [7]. However, in a multi-lingual global 

context, LSI is not able to read the same meaning of different words.  

Trust far, a lot of research has been done to help match jobs by developing analysis applications. In 

the last 5 years, many researchers have developed LSI techniques as a job matching analysis. However, there 
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is a huge gap in the inability to analyze contextual in multi-languages globally to get the same meaning in 

different words. Understanding the contextual, interconnectedness of words, and deeper meanings is essential 

for job matching models. The number of dimensions (semantic ideas) used to describe a document (which 

may be difficult to understand), the dimensions of a potential worker's personality traits and cognitive 

abilities, and sensitivity to changes in a set of documents are often limited by LSI. The majority of contextual 

analysis of matching uses the LSI technique by comparing words or meanings without analyzing different 

meanings or words that have the same meaning [8]. An understanding of the context of multi-lingual analysis 

is essential for the similarity of meaning and intent of matching in a job recruitment agreement [9], [10].  

One of the solutions that can be applied for job matching to obtain high accuracy in analyzing multi-language 

contextuals by improving LSI techniques [11]-[13]. Based on a literature review, few have researched related 

to the application of contextual analysis LSI techniques [14]-[16]. Moreover, the application of multi-

language with contextual analysis of different words with the same meaning [10], [17]. The existing research 

is only based on comparing the text of words with the same word [18]. A summary of the differences in 

research and distribution offered can be illustrated in Figure 1. Based on Figure 1, it is hoped that this study 

will gap the research by developing LSI techniques for multi-language contextual analysis. The improved 

LSI technique is expected to help to improve the accuracy and ability to analyze multi-language in job-

matching. 

 

 

  
 

Figure 1. Multi-language analysis process between jobs and candidates 

 

 

2. METHOD 

As stated in the introduction, this study aims to improve the design of LSI Engineering as a multi-

language contextual analysis on job matching. However, the study found the main challenge to achieving this 

goal was that conventional LSI was unable to analyze multi-language contextualities on matching jobs. 

Therefore, this study is divided into five stages to overcome these challenges to the processing of job 

matching data, namely Job Matching data collection, word data processing, text data processing, gensim, and 

the final vocabulary set. To provide a clearer understanding of the approach used in this study, the overall 

architecture of the job matching data processing method is illustrated in Figure 2. 
 

 

 
 

Figure 2. Data collection and preprocessing process 
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A. Job matching data collection 

Job match data collection, which includes detailed information about available jobs, including job 

descriptions, qualification requirements, and job responsibilities. This data also provides information about 

potential candidates who are looking for a job, such as their skills, work experience, and educational 

background [19]. 

B. Word data processing 

Word data processing, is a critical stage where word data is further analyzed. The main purpose of 

this analysis is to identify keywords in the job description and candidate profiles that are important for job 

matching. The process also involves the elimination of irrelevant words and the merging of words with the 

same meaning to simplify further analysis [20], [21]. 

C. Text data processing 

Text data processing, which is a broader step in this process. At this stage, the text data is processed 

as a whole, including removing special characters, combining words with the same meaning, and eliminating 

irrelevant words [22], [23]. It aims to clean and prepare the text data for further analysis. 

D. Gensim 

Gensim is the software used in this process. It helps process text data and generate vector 

representations of text [24]. This vector representation can match candidates with suitable jobs based on 

similarities between the candidate's profile and the available job descriptions [8], [24]. 

E. Final vocabulary set 

A collection of terms that have been selected and arranged based on their relevance and frequency of 

occurrence in the research data [25]. This set consists of words and phrases that cover important aspects of 

the topic being researched, and have gone through a validation process to ensure their accuracy and 

consistency. Thus, the overall design of the research framework to obtain an improved LSI on multi-language 

contextual analysis is shown in Figure 3. 

Based on Figure 3, the framework of the word meaning analysis on a process that integrates various 

important steps to facilitate effective job matching. The first step is to use the Job Dataset as the main data 

source. This dataset contains information about various job positions, including job descriptions, required 

qualifications, job location, and other relevant attributes. Using this dataset, we can better begin analysis and 

modeling to understand the context of the work being done. 

 

 

 
 

Figure 3. Research outline 
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Furthermore, word preprocessing is a collection of work data that will undergo a series of text 

preprocessing processes consisting of three stages (stopwords, Preprocessing, and stemmer). After pre-

processing, the next step is the extraction of language features. The processed text is converted into 

numerical representations using the Bag of Words model [26], [27]. This model records the frequency of 

each word appearing in a document. The next step at this stage is tokenization, where the text is separated 

into tokens for further processing. 

The resulting bag of words model is fed into the Latent Semantic Indexing (LSI) algorithm. LSI is a 

dimensionality reduction technique used in text processing to find semantic relationships between words in a 

document. This allows for the identification of more complex patterns and relationships that may not be directly 

visible in the text. Using LSI improves our ability to interpret and understand the content of the work. After the 

model is trained with the LSI algorithm, it then makes predictions or matches the work [28]-[31]. The model 

predicts a match between an existing job description in the dataset and a job description or a new job seeker. These 

predictions provide valuable insights to match job seekers with positions that match their skills and experience. 

Finally, the prediction results are evaluated by comparing them with the actual data. Performance 

evaluation metrics such as precision, gain, F1 score, and similarity measure how well the model performs in 

predicting or matching [32]-[34]. This evaluation provides insight into the accuracy and effectiveness of the 

model in the context of a job matching application. As such, this framework not only helps in understanding 

the context of the work and generating relevant predictions but also provides tools to objectively measure the 

quality and effectiveness of those matches. 

Through this series of stages, conventional LSI techniques can be improved and play an important 

role in providing a systematic and structured approach to improve job matching between job seekers and 

available job positions. By strengthening each step and providing the importance of performance evaluation, 

this framework can serve as a strong foundation for the development of more sophisticated and effective job 

matching systems in the future. 

 

 

3. RESULTS AND DISCUSSION 

The results of the work matching analysis by LSI improved on the proposed multi-language word 

meaning were determined based on the measurement of similarity, accuracy, precision and recall. Using 

words in Ireland (IE), Sweden (SE), and United Kingdom (UK), experiments were conducted on 

conventional LSI techniques for contextual analysis with the same or different meanings. Furthermore, 

compared to the results using LSI, it is improved. 

 

3.1.  Results 

3.1.1. LSI conventional 

The graph of the results of the conventional LSI trial shown in Figure 4, the test examination of 

the results of the application of traditional LSI in matching using accuracy produced results of 79%, 

recall of 79%, precision of 62%, and Fi-Scor of 70%.  
 

 

 
 

Figure 4. LSI Classification metrics 
 

 

Based on the graph in Figure 4, the application of traditional LSI in the matching process shows 

quite good performance with an accuracy of 79%. However, while the recall also reached 79%, the precision 
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level of only 62% indicates that there are a number of less relevant results that are also considered suitable. 

With an F1-Score of 70%, it can be concluded that while this method is quite effective, there is still room for 

improvement in terms of precision to ensure more relevant and accurate results. 

Furthermore, it can be seen in Figure 5 showing a graph of the increase in LSI results on the 

similarity score. This graph illustrates a significant improvement in the performance of conventional LSI 

techniques, which is indicated by a 50% increase in similarity scores. Based on Figure 5 illustrates a 

significant improvement in the performance of conventional LSI techniques, which is shown by a 50% 

increase in similarity scores. However, this increase suggests that the similarity of meanings from multi-

language contexts is still low, indicating the need for further development to address the complexity and 

wider variety of languages. 

 

 

 
 

Figure 5. Graph of LSI results improvement on similarity scores 

 

 

3.1.2. LSI improved 

Based on Figure 6, the evaluation of the results of the application of LSI was improved for matching 

using accuracy, recall, precision, and Fi-Score by having the same value of 84%. This shows that the degree 

of similarity in contextual reading in multi-languages has the same power and can help analyze a word into 

the same meaning or the same word but different meanings. 

 

 

 
 

Figure 6. Classification metrics for extended LSI 

 

 

Furthermore, the discussion in Figure 6, the evaluation of the results of the implementation of the 

improved LSI shows a significant increase in performance. This increase can be seen from the values of the 

evaluation metrics used, namely accuracy, recall, precision, and F1-Score, all of which reached 84%. This 
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shows that the improved LSI method is able to provide better and more consistent matching results compared 

to the previous method. 

In Figure 7 it can be seen that d graph has an increase in the result of Extended LSI on the similarity 

of words to words or to meanings. This graph illustrates a significant improvement in the performance of 

improved LSI techniques, which is indicated by an increase in similarity scores of 90.06%. 
 

 

 
 

Figure 7. Improved LSI yield improvement graph on similarity scores 
 

 

3.2.  Discussion 

The end result of vectorizing a document is a numerical vector representation with meaning and 

contextual information. These vectors can be used for information retrieval, analysis of word meanings, and 

topic modeling, among other things, to understand and classify documents according to their vector space 

similarities. Comparison of the results that have been studied in the previous paper [30], [31], in Table 1 have 

an average value of 0.788 while the results of this paper in Table 2 there is an average value of 0.571 and 

increased to 0.629. 
 

 

Table 1. Performance comparison results 
Word Accuracy  Precision Recall  F1-Score 

1 0,7908 0,8347 0,7908 0,7003 

2 0,7890 0,8335 0,7890 0,695 

3 0,7899 0,7642 0,7899 0,6999 
4 0,7890 0,7633 0,7890 0,6986 

5 0,7881 0,7274 0,788 1 0,6964 

6 0,7881 0,8330 0,7881 0,6947 
7 0,7881 0,7274 0,7881 0,6964 

8 0,7890 0,7633 0,7890 0,6986 

9 0,7871 0,6920 0,7871 0,6959 
10 0,7890 0,8335 0,7890 0,6969 

Berarti 0,7888 0,7772 0,7888 0,6974 

SD 0,0010 0,0505 0,0010 0,0017 

 
 

Table 2. Word similarity search results 
Word The Standar LSI The Proposed 

Method 

1 0,844 0,906 

2 0,520 0,559 

3 0,309 0,473 
4 0,839 0,853 

5 0,349 0,358 

Rata-rata 0,571  0,629 

 

 

Table 1 shows an average accuracy value of 0.788848 with a standard deviation of 0.001001. 

Accuracy measures how many predictions are correct out of the total predictions made. In this context, 

accuracy measures the percentage of correctly predicted words out of the total number of words observed. 

Mathematically, accuracy is calculated as: 
 

Accuracy =
Number of correct predictions

Total Number of Predictions
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From the average value of accuracy given (0.788848), it can be interpreted that the classification 

model correctly predicts about 78.88% of all words. About 78.88% of words have the expected label 

according to the actual label. While the remaining 21.12% are words whose predictions are not accurate. A 

low standard deviation (SD) (0.001001) indicates that the accuracy values of the tested models are close 

together, not too far from the average. This shows the consistency of the model's prediction performance 

against accuracy. In Table 3, the average value of the precision is around 0.777276. In this case, precision 

represents the percentage of words that are predicted accurately and correctly, or how many positive 

predictions the model is 100% accurate. 

 

P𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
True Positives

True Positives+False Positives
  

 

True positives (TP) is the number of words predicted correctly and accurately, while false positives 

(FP) is the number of words predicted correctly but incorrectly. So, an average precision of about 0.777276 

shows that about 77.73% of the total words expected by the model to be the same are correct. In other words, 

about 77.73% of all the words correctly predicted by the model are also correct in the actual context. This 

shows how accurate the model is in identifying words that are in line with expectations. In table 3, the 

average recall value is 0.788848. Recall measures how much of the overall relevant item the model predicts, 

in this context how many words the model predicts are the same compared to the overall words that are 

actually the same. Mathematically, a recall is calculated as: 

 

Recall =
True Positives

True Positives+False Negatives
  

 

True Positives (TP) is the number of words predicted correctly and accurately, while False 

Negatives (FN) is the number of words predicted correctly but incorrectly predicted. So, the average recall of 

about 0.788848 shows that about 78.88% of the exact words are also expected to be the same by the model. 

In other words, about 78.88% of all the exact words were identified and predicted the same by the model. 

This explains how well the model can find all the correct cases in the class. A metric called F1-Score seeks to 

measure the alignment between gains, harmonic averages, and precision in a single number. The following 

formula displays the F1-Score calculation: 

 

F1 Score = 2 × 
Precision×Recall

Precision+Recall
  

 

An understanding of how effectively the model balances the correct positive classification 

(precision) and the classification that ignores the positive (recall) is obtained by comparing precision and 

recall using F1-Score. From Table 3, the average F1-Score is around 0.69. This shows that on average around 

69.74% of the ratio of correctly predicted words and the same weight. This is a valuable measure in 

evaluating the overall performance of the model, as it provides an idea of how well the model can find true 

positive cases and avoid false positives. The model balance between acquisition and precision is better the 

higher the F1-Score. 
 

 

4. CONCLUSION 

The rated classification model has satisfactory performance when classifying words. With an 

average accuracy value of about 78.88%, the model can accurately predict about 78.88% of all words. In 

addition, an average precision value of around 77.73% indicates that most of the words expected by the 

model are also completely correct in the actual context. The model's ability to recognize the same word is 

also quite good with an average recall value of around 78.88%. In addition, an F1 score of 69.74% indicates 

that the model can achieve a decent balance between precision and acquisition. As such, the classification 

model demonstrates adequate ability to identify and classify words, however further evaluation may be 

required depending on the specific needs of the problem at hand. 
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