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Abstract 
This paper proposed a new method of feature description for target recognition and matching. 

Firstly, a method of calculating the difference was defined. The gray value matrix of an image was 
converted to a difference value matrix. Then the difference value, shape, angle and other features of a 
region and the combined features between regions were described. Finally, the method was applied to 
identify traffic signs. Experiments showed that the proposed method can represent multiple features of 
image such as the gray differences, the shape changes, and so on. Through theoretical and simulation 
analysis, even under rotation, shift or scale transformation, new features description method still can 
correctly recognize the target. 
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1. Introduction 

Overall, the image features can be divided into global and local features two categories. 
Global features look objects as a whole one. Each feature vector contains all parts (or even all 
of the pixels) information reflecting the overall properties of the image. Now there are a large 
number of image description and recognition methods based on global features [1-4]. But these 
global features don’t have clearly mathematical definitions. Therefore, the extracted features 
and images don’t have bidirectional uniqueness. In addition, these features can only apply to a 
certain type of image.  

Compared with the global features, local features focuses on extraction of detail 
features and have a rich number in the image, the correlations between the features are small. 
For occlusion case, the detection and matching of other features will not be affected by the 
disappearance of some features. Because of these advantages, studies of local features are 
very active; a large number of methods are proposed [5-8]. But many of these methods use 
feature points to represent the image that don’t have actual physical meanings. The amounts of 
calculation and feature points are large, and the performance of real-time is poor. So a number 
of improved methods are needed [9-11]. 

It has shown that a variety of feature description methods have their pros and cons. 
This paper mainly introduces a theory of difference measure for feature description. Then build 
a new vector descriptor to represent the image. Meanwhile, the feasibility and effectiveness of 
this description method was verified. 

 
 

2. Image Feature Description Method Based on the Difference  
2.1. Definition of Difference Measure Formula 

Note: Let  10,u be the membership degree that an object belongs to a grade, D  be 
the difference between the object and the grade. Rules between u  and D  are as follows: 

a)  ufD , The difference ( D ) is a function of the membership degree (u ).  

b) The difference ( D ) is monotone decreasing function of the membership degree (u ). 
The membership degree that an object belongs to a grade is bigger; the difference between the 
object and the grade is smaller, and vice versa. 

c) If      yuxuy,xu  ,      yDxDyxD  . 
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d) Attributes of D  include fuzziness, additivity, monotonicity and non-negativeness. 
Lemma: [12] Let ),[x  1 , )x(f is a real function of x , which satisfies following: 

a) 0)x(f  ; 

b) )x(f  is the strictly monotone decreasing function , )y(f)x(fyx  ; 

c) )y(f)x(f)yx(f  . 

Then:  
 

xlogc)x(f a                                                (1) 

 
Definition: Let  10,u be the membership degree of a particular grade (excellent, good, 

moderate, etc.),   ,D 0  be the difference between the object and its grade， )Rc(c   be the 

coefficient, )a(a 1  be the base number. The relationship between difference and membership 

value is:        
                                      

ulogc
u

logcD aa 







1
                                           (2) 

 
When the coefficient 1c , the base number 10a , the unit of the difference is “step”: 
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lgD 

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1
                                                 (3) 

 
2.2. Gray Matrix Transformation  

The sensitivity of the human eye to gray level is non-linear. When the gray value is 
relatively low, the resolution is very strong. When the difference of gray levels is big to a certain 
extent, the human eye can easily distinguish them [13]. This paper uses the difference concept 
based on fuzzy membership to change the gray value matrix of image into a difference value 
matrix. By doing this, extends low gray area and compresses high gray areas, which means the 
understanding and identification of human eye to image. 

How to determine the membership function is a key issue. According to the monotonic 
relationship between difference value and membership degree, we choose Z-type membership 
degree function [14], namely: 

 




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
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1
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1
  0b,0a                                     (4) 

 
In this paper, 031  c,b,a . 

We transform the image gray value matrix )y,x(I  to the difference value matrix )y,x(D

: 
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x

x
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log
)y,x(D                                            (5) 

 
The difference value of each pixel in image (except boundary points) is compared with 

that of eight pixels of the neighborhood. Put the direction of this point changes to the maximum 
difference value point as the direction of the point. Then the image direction matrix )y,x(A  is 

constituted.  
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Figure 1. Determining a direction 
 
 

2.3. Image Segmentation 
This method is for gray images, so first need to do gray image processing. Next is the 

image region segmentation. This paper used a method of region growing. The basic idea is to 
set the pixels having similar properties together to form regions. Different with the usual gray-
based threshold, here we use the difference value as the criterion. Transform the range of 
difference value matrix of the image to 0~255 and make the Figure 2. The figure shows that, 
after transforming to the difference value, the difference between low-gray pixels of image is 
enlarged. The segmentation results of these parts will be more clear and detailed than the gray 
value segmentation. 

 

 
 

Figure 2. Conversion of gray value and difference value 
 
 

2.4. Regional Features Description of Image 
After each image is divided into regions, the features of each region can be obtained. A 

single feature tends to cause errors and affect subsequent image matching and recognition. 
This paper combined the mean of image represent matrix and the shape coefficient, constituted 
a new regional features vector, namely: 

Modulus: 
 

 )y,x(D
N

SR
1

                                              (6) 

 
Direction angle:        
 

 )y,x(A
N

O
1

                                               (7) 

 
Where, N  is the number of all pixels in the region, S  is the shape coefficient: 
 

2

1

4
E

E
S                                                      (8) 

 
E  is the area of region, 1E  is the perimeter of region. 

Good local features should have variety of properties. The features corresponding to 
the image obtained by the same object or scene at different viewing angles should be the same. 
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Currently used invariance is: translation invariance, rotation invariance and scale invariance. 
The following formulas are derived to verify the invariance of the new regional descriptor.  

Let 'B  be the region B  transformed by translation, rotation and scaling. )k(k 0 is the 

amount of scaling,   is the angle of rotation, xT  and yT  are respectively the shift amounts of 

the x-axis and y-axis direction. 'B)'y,'x(   is the point B)y,x(   transformed by translation, 

rotation and scaling.    y,xI'y,'xI B'B  ,    y,xD'y,'xD B'B  . The relationship as follows: 

 

   















1
0
0

11
kTykTx

cosksink
sinkcosk

,y,x,y,x '' 


 [15]                                  (9) 

 
Namely： )Txsinycosx(k'x   ， )Tycosysinx(k'y    

1) Strike the areas ( E , E' ) and perimeters ( 1E , 'E1 ) of two regions, respectively: 

 

 
regionB regionB

dxdy)y,x(D)y,x(DE                                    (10) 

 


outlineB

outlineB
dxdy)y,x(D)y,x(DE1                                    (11) 

 

Ek)]Tycosysinx(k[d)]Txsinycosx(k[d)y,x(D)'y,'x(D'E
regionB

'regionB

2     (12) 

 
 1

2

1 EkE '                                                     (13) 

 
The feature vector of these two regions were  O,R and  'O,'R . Then: 
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The modulus values of two regions are the same. This indicates that the modulus of this 

descriptor has the invariance of translation, rotation and scaling. 
2) Let )y,x(A be the direction matrix of the original region, )'y,'x('A be the ones of the 

region after translation, rotation and scaling. Let )y,x( 00 be the center of a 3*3 pixel unit of 

original region, )y,x( be the point that has maximum difference value of the 9 points ( 00  xx ), 

the direction angle of the center is: 
 

0

0

xx

yy
tanrca)y,a(x 00 


                                          (16) 

 
The point )y,x( 00 is changed to )'y,'x( 00 after transformation: 

 
)Txsinycosx(k'x   000 ， )Tycosysinx(k'y   000  

 
Because the difference value of each point is unchanged, only the coordinate is 

changed, so that the maximum difference value point is changed from )y,x( to )'y,'x( , 

calculate the direction angle of the center point:  
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
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sin)yy(cos)xx(

cos)yy(sin)xx(
arctan)'y,'x('a

00

00
00 


                               (17) 

 
It can be seen that    0000 y,xa'y,'xa'  , that means the direction matrix 

   y,xA'y,'xA B'B  , The relationship between the two direction matrixes only related with the 

rotation angle. So the direction of the vector described the two regions has invariance of 
translation and scaling, but doesn’t have rotation invariance. 

 
2.5. Combined Features Description of the Image  

If a target is constituted by a plurality of regions, a series of two-dimensional vectors will 
be used to describe its features. While the relationships between each of these regions are in 
the range of features of the target, they also need to be considered. By feature extraction, we 
can use a feature point at the center of the region to describe each region. Connect the feature 
points of each adjacent region of target to structure triangular meshes. The side lengths and 
angles of each triangle can represent the relationship between regions.  

Let a simple triangle consisting of three points be an example to verify the performance. 
Original target consists of three regions, their centroids are )y,x( 11 , )y,x( 22 and )y,x( 33 . 

Connecting the three points to structure a triangular, its side lengths and angles are: 
C,B,A,l,l,l 321 . After transformation, the centroids are changed to )'y,'x( 11 , )'y,'x( 22 and

)'y,'x( 33 , Each value corresponds to the triangle is: 'C,'B,'A,'l,'l,'l 321 . 
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211 yyxxl                                          (18) 
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Similarly available: 22 kl'l  , 33 kl'l  . 
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Similarly available: B'B  , C'C  . 
It can be seen that, the side lengths of triangular have translation and rotation 

invariance, but will vary with changes in scale, but if normalized, they will be unchanged; the 
angles of triangle have invariance of translation, rotation and scale. 

The side lengths and angles of triangles structured by feature points, the modulus and 
direction angles of each feature points are all the important features of the target. They need to 
be combined to describe the features. 

 
 

3. Image Recognition Process of this Paper 
The image recognition process in this paper can be divided into three major steps: 

Firstly, create a difference vector matrix of image (i.e., the difference matrix and the direction 
matrix). Divide the image regions according to the difference value and extract the features. 
Secondly, features of each region and combined features of them are described. If the target 
can be represented by a single region, just a step of feature points matching can be used to find 
the target in the image. If the target is constituted by a plurality of regions, connecting the 
feature points matched with the target to structure the triangular meshes in the test image. If the 
side lengths and angles matrixes of triangle mesh can be matched with the target too, it will be 
proved that the target can be found in the test image. 

The following three vector matrixes are structured for features description: 
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Each row of 1M  are vector values (i.e., the modulus and angles) of the feature point for 

each region. Each row of 2M  are the three normalized side lengths of a triangle. Each row of 

3M  are the three angles of the triangle. 

 
 

4. Experimental Results and Analysis of Traffic Signs Recognition 
In order to verify the correctness and validity of this method, we use a series of traffic 

sign images for target recognition, and analyze its performance by experimental results. 
 

4.1. Recognition of a Single Regional Target 
 

 
Figure 3. Simple traffic signs 

 
 

Figure 3(a) are some examples of simple traffic signs. Because they are all easy to 
distinguish from the background, so the pretreatment process and background region are not 
considered. It can be seen that every target to be recognized consists of only a region. Take 
one of the arrow sign to be explained in detail. Compare the five images from (b) to (f), (c) and 
(d) can be seen as obtained by rotation of (b), so their features modulus are almost same, only 
the angles change. (e) looks the same with (b), but its size is bigger, it can be seen as obtained 
by scaling of (b). We can see their features from the following specific values:  

 
 687503216841 ..M b    4529865217521 ..M c    0321003212651 ..M d   

 196867213451 ..M e    7432004214011 ..M f   

 
Select the appropriate threshold of modulus (in this case is 500). It can be found that 

the five target regions are the same traffic sign; only the angles are changed with rotation. We 
can get all the feature values of traffic signs in Figure 3(a) under the same operation, thus 
achieving recognition.  

Let Figure 4(b) be an image to be identified. It can be divided into three regions after 
removing small regions. Specific features values are as follows. According to the modulus and 
angles values, the straight arrow (the second region) can be recognized. 
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Figure 4. traffic signs combined multiple regions 
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4.2. Recognition of Target Combined Multiple Regions 

If Figure.5(a) is taken as a whole target constituted by three small regions, (b) is 
obtained by rotating 90 degrees of (a), (c) is a double expansion of (a). Then the combined 
features description of the image mentioned in 2.5 will be needed. Get the feature matrixes 
through the above steps. (d), (e) and (f) are the corresponding triangular meshes respectively. 
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Figure 5(b) and (c) are compared with (a). The order of the feature points in (b) is 

changed, but the modulus of each feature point are almost the same, and the angle is changed 
about 90 degrees. While the angles and side lengths of each triangle structured by the feature 
points are constant. All the feature values of (c) are the same as (a). The experimental results 
are just like the theoretical derivation of chapter 2. Combine these conclusions, the changed 
target can also be recognized in the test image as long as the appropriate judgment criteria is 
selected. 

 



TELKOMNIKA  ISSN: 2302-4046  

A Difference-Based Feature Description Method of Image Target (Gao Qiang) 

8275

 
(a) (b) (c) 

 
 

 
(d) 

 
(e) 

 
(f) 
 

Figure 5. Research the invariance of features description 
      

 
Similarly, we can recognize all the traffic signs in the Figure 4(a) with features values 

and combined features. In many actual cases, the measured targets will have different 
variations of size, location, etc. Changed target also need to be recognized. Therefore, analysis 
the invariance of this description method is necessary. Figure 6(a) and (b) are two sign images 
shot on the actual road. Features matrixes and meshes can be obtained through a series of 
processing as below. It can be found the two images are the same sign after matching. We can 
recognize the sign easily as long as the species of pre-established template library is enough to 
complete. 

 
 

 
(a) 

 

 
(b) 

 
(c) 

 
(d) 

 
Figure 6. A practical example 
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5. Conclusion  

This paper mainly defined a method of calculating the difference based on the 
knowledge of fuzzy membership and a new method of feature description for target recognition 
and matching. Both the features of each image region and the relationship between regions can 
be described. Theoretical analysis and experiments verified the feasibility and effectiveness of 
this description method, and it has a better robustness.  
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