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 Personality identification is a common and central problem in text 

processing. Sensing personality is helpful for various purposes; for example, 

estimating users' personalities before providing them with any service is 

necessary. Individuality is essential in a person's nature in every outlook, for 

instance, in text writing. But, this remains a core challenge because of the 

low accuracy achieved. The proposed study solves this problem and presents 

a big five trait identification technique from text data, which applies a 

feature selection method to increase accuracy. This technique is called 

linguistic feature selection for personality trait identification (LFSPTI). This 

technique first finds features based on mutual information (MI), F-statistic, 

principal component analysis (PCA), and chi-square, then uses the genetic 

algorithm (GA) to select high-ranked features from all feature subsets. These 

four parameters provide various forms of the dataset. The experimental 

results exhibit that the LFSPTI method enhances the classification accuracy 

against the best of the competing methods by 1.18%, 0.83%, 1.61%., 1.15%, 

1.82%, and 1.39% for extraversion (EXT), neuroticism (NEU), 

agreeableness (AGR), conscientiousness (CON), openness (OPN), and mean 

overall personality traits, respectively. 
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1. INTRODUCTION 

Personality is the combination of all those activities that can be discovered by actual observation 

over a long period of time to give useful information. Personality describes a person from multiple 

perspectives, such as thoughts, behavior, beliefs, feelings, and emotions [1]. According to psychology, every 

personality has a significant influence such that it affects life priorities, well-being, health, and many other 

choices in daily life. Personality is an enduring set of tendencies and styles that an individual exhibits in his 

or her life. It reflects individuals’ inclinations and differentiates them from the "ideal individual" in the 

general public or society. Here, the characteristic examines the commitment and personal emotional attitude 

in a particular type of behavior. There are two commonly used models for personality classification. First, a 

big-five model consists of five personality traits [2], [3]: extraversion versus revolt, agreeableness versus 

unpleasantness, conscientiousness versus carelessness, neuroticism versus equanimity, and reserve versus 

openness. Second, there is the myers‐briggs type indicator (MBTI) model [3]-[5], which has four personality 

traits. Correlation between big-five model and MBTI model shown in [3]. However, the big five trait model 
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is standard for deep learning and machine learning paradigms because of its proper linguistic personality 

behavior [6]-[9].  

Automation of personality trait recognition has multiple applications, such as in human resource 

management, decision-making, marketing strategy, tourism, mental health, and forensics. Personality traits 

help human resource managers to select the right employees for specific positions in human resource 

management [1]. In decision-making, it helps one to understand the behavior of employees in specific 

situations. In mental health, contextual analysis is related to certain personality traits. In forensics, a relevant 

personality trait helps narrow the area of suspicion. In marketing, personality traits influence marketing 

strategies for consumer goods. Personality trait recognition is imagined as an excellent technique to address 

the issues and is a promising method in all mentioned applications. Nevertheless, personality trait 

identification techniques notice a small accuracy score. Various deep learning and machine learning 

paradigms have recently been suggested to solve this limitation [6]. 

The big-five trait model is widely used as a personality trait model in personality classification. It is 

a well-analyzed and observed model of personality architecture that most researchers use. Therefore, most 

studies use the big-five trait model regarding personality taxonomy. Extract user information to recognize the 

person's personality based on the behavior of different users. However, personality identity is conventionally 

found in a user's status updates, such as text messages and profile data. The majority of this information 

comes from text form. Therefore, the analysis of textual data allows for the judging of essential personality 

traits [8]. 

The focus of this work is the prediction of personality traits from textual data. There are various 

machine learning models that can predict the personality traits of an individual. Feature selection techniques 

have been applied in some recent works to increase accuracy; however, low accuracy remains a core 

challenge. This paper addresses the problems by integrating feature extraction from textual data, feature 

selection, and genetic algorithm (GA). 

In recent times, many research studies have been based on machine learning and deep learning 

approaches for personality recognition [10]. Personality recognition from social networks is widely accepted, 

with Facebook prominently considering sentiment analysis. Nevertheless, most personality research focuses 

on feature extraction techniques based on data collection or preprocessing. In traditional machine learning, 

classification algorithms and multi-layer neural networks determine personality identification. Practically, 

text features, for example, one-gram, two-gram, or linguistic features, or integration of both linguistic and 

textual features, are used in all personality models. Instead of selecting the entire set of features, the 

prediction model performance can be improved using feature selection techniques [11], [12] on smaller 

datasets.  

Past research on personality prediction has been done using the Facebook social platform and a few 

relevant features such as linguistic inquiry word count (LIWC) features, time-related features, social network 

analysis (SNA) features, and more [13], [14]. Linguistic Etiquette [15] was a major work demonstrating that 

composed language is unique for every individual's personality traits, perhaps recognized by using language 

cues. LIWC [1] is a mechanism of text analysis that counts the frequency of various groups of words in a 

given text. Investigators have discovered notable correlations between personality traits and linguistic 

characteristics. Another research on personality prediction [16] was done using Facebook status and features 

like open vocabulary differential language analysis (DLA) and LIWC [17], [18]. Another research study used 

Twitter data for personality prediction with features like LIWC and medical research council (MRC) [19]. 

All the above research studies predicted personality using social media platforms in English using 

the big-five personality model. Mairesse et al. [20] use conversational and text datasets in experiments with 

LIWC for the big-five personality trait model. The Mairesse criterion relies on the correlation between 

personality traits and linguistic features for textual datasets. It mined 102 features: 14 MRCPD [21] features 

from the MRC Psycholinguistic Database and 88 LIWC features from the LIWC mechanism. FineEmotion 

[22] is an emotion-based hashtag technology. It considers six emotions: happiness, anger, fear, surprise, 

sadness and disgust. FineEmotion applies word-based sentiment pools to increase personality prediction 

accuracy on Essay datasets. It is also important to consider that emotions have a powerful relationship with 

personality traits.  

LIWC and feature reduction (FR) is a personality trait recognition technique [23]-[25] using feature 

reduction and LIWC features. It uses support vector machine (SVM) and LR for classification, and for 

feature reduction, it uses principal component analysis (PCA) and information gain. It works in such a way 

that dimensionality reduction reduces time complexity and improves the classifier accuracy. Mishra et al. [1] 

proposed a personality classification method in the form of multi-label classification to establish linguistic 

behavior and feature selection. It is a model of feature selection that depends on the ranking process. It then 

selects the best high-ranked features from the merged feature set. The merged feature set is a union of LIWC 

and MRC features that applies mutual information (MI), chi-square, and F-statistic. It is a label-wise search 

technique. First, it mines LIWC and MRC features for every label; then, the indicated features are merged to 
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find a one-feature subset. The high-level features are selected from the merged feature subset. F-statistics, 

chi-square, and MI analysis of variance were applied to classify features using the wrapper method to obtain 

better feature sets from diverse features. The feature relationships used in various popular methods are shown 

in Table 1.  

 

 

Table 1. Features with respect to various techniques 
S.no. Title Feature Classifier used Results (accuracy) 

1. Mairesse Criterion [20] 102 (LIWC+MRC) SVM 56.97% 
2. FineEmotion [22] 102 (LIWC+MRC) + hashtag lexicon (585) SVM 57.64% 

3. LIWC &FR [23] 56 (PCA) and 10 (IG) LR, SVM 57.92% 

4. PTLFM technique [1] 102(LIWC+MRC) SVM, LR 60.22% 

 

 

Theoretically, every one of the given techniques is similar. They use each feature, for example, 

LIWC only or both LIWC and MRC integrated. As a result, the achieved accuracy is still low and can be 

improved. To solve this problem, we propose the LFSPTI method, which utilizes LIWC, EMPATH [26], and 

MRC features. The purpose of this method is to increase accuracy for personality traits. 

The major contributions of this research study are mentioned below. 

a) This work presents a unique approach called linguistic feature selection for personality trait 

identification (LFSPTI) for mining features. 

b) It extracts features like LIWC, MRC, and EMPATH from the textual datasets.  

c) It applies feature selection methods: F-statistic, chi-square, MI, and PCA. 

d) It uses the GA to select high-ranking features from all the feature subsets. 

e) Next, it applies machine learning models, SVM, logistic regression (LR), and decision tree (DT) to the 

selected feature set. 

f) The results on the popular Essay dataset show that the LFSPTI method’s accuracy outperforms the 

current personality identification methods. 

In text computing, this is unique research work that associates LIWC, EMPATH and MRC features 

according to our past and present knowledge. Then GA based feature selection techniques including F-

statistics, chi-square, MI and PCA are applied to choose high ranked features for trait recognition in 

personality computing. The remaining part of the paper is organized as follows. Section 2 outlines the related 

concepts and working of the proposed method along with the details of the dataset used in the 

experimentation. Section 3 describes the results and experimental discussion. Finally, section 4 concludes 

with possible future research scope. 

 

 

2. METHOD  

This portion describes the proposed LFSPTI method. The method relies on MRC, EMPATH, LIWC 

features, F-statistics, chi-square, MI, and PCA. So, the first two sub-sections describe these concepts, and the 

last sub-section describes the LFSPTI method. 

 

2.1.  Features (MRC, EMPATH and LIWC) 

This work incorporated many features and investigated the relevant capability and performance of 

various attributes for personality computing. We used MRC, EMPATH, and LIWC linguistic features for this 

method. The mined MRC features include the number of letters, syllables, intonation, conciseness, and 

familiarity ratings. EMPATH is a text analysis tool that draws meaning between words and phrases and 

generates new lexical categories on demand from a small set of seed words. We have also designed LIWC 

features like word count, words per sentence, positive emotions, anger, work, job, home, comma, colon, and 

apostrophe, similar to the Mairesse baseline. 

 

2.2.  Feature selection techniques 

F-statistic is a statistical test that is applied in hypothesis testing to check whether the variance of 

two samples data is equal or not. This test uses the F-statistic to compare two variances by dividing them. In 

this context, to compute F-statistic with respect to the xth feature corresponding to the yth personality trait and, 

it selects appropriate features from xth feature using (1) and inappropriate features from xth feature using (2). 

 

𝐴𝑥
1(𝑦)

= { 𝐼𝑘 : 𝐽𝑘 = 1 𝑓𝑜𝑟 𝑘 = 1, 2, 3, … … … 𝑛} (1) 
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𝐴𝑥
0(𝑦)

= { 𝐼𝑘 : 𝐽𝑘 = 1 𝑓𝑜𝑟 𝑘 = 1, 2, 3, … … … 𝑛} (2) 

 

Further, we calculate Mean M1 of the set 𝐴𝑥
1(𝑦)

 and 𝑀𝑒𝑎𝑛 𝑀0 of the set  𝐴𝑥
0(𝑦)

 using (3) and (4). 

 

𝑀𝑒𝑎𝑛 𝑀1 =
∑ 𝐼

𝐼𝜖𝐴𝑥
1(𝑦)

𝑛1
 𝑤ℎ𝑒𝑟𝑒 𝑛1 = |𝐴𝑥

1(𝑦)
| (3) 

 

And 

 

𝑀𝑒𝑎𝑛 𝑀0 =
∑ 𝐼

𝐼𝜖𝐴𝑥
0(𝑦)

𝑛0
 𝑤ℎ𝑒𝑟𝑒 𝑛0 = |𝐴𝑥

0(𝑦)
| (4) 

 

Now, finally (5) computes xth features F-statistic. 

 

𝑆𝑥
(𝑦)

=
(𝑀0−𝑀)2+ (𝑀1−𝑀)2

𝑁1+𝑁2
𝑤ℎ𝑒𝑟𝑒 𝑀 𝑖𝑠 𝑜𝑣𝑒𝑟𝑎𝑙𝑙 𝑚𝑒𝑎𝑛 𝑜𝑓𝐴𝑥, 𝑁1 =  

1

n0
∑ (𝐼 −

𝐼𝜖𝐴𝑥
0(𝑦)

𝑀0)2 𝑎𝑛𝑑      𝑁2 =  
1

n1
∑ (𝐼 − 𝑀1)2

𝐼𝜖𝐴𝑥
1(𝑦)  (5) 

 

a) Chi-square method is a statistical technique used to calculate if two categorical variables are related or 

independent. To compute chi-square with respect to the xth feature corresponding to the yth personality 

trait using (6): 

 

𝐴𝑥
(𝑦)

= ∑
(𝐴𝑜(𝑥,𝑖)

(𝑦)
−𝐴𝑒(𝑥,𝑖)

(𝑦)
)

2

𝐴
𝑒(𝑥,𝑖)
(𝑦)𝑖 𝜖 {0,1}  (6) 

 

where 𝐴𝑜(𝑥,𝑖)
(𝑦)

 is observed values of xth feature for the yth personality trait and 𝐴𝑒(𝑥,𝑖)
(𝑦)

 is expected values of xth 

feature for the yth personality trait and i denotes the relevancy of the instances. 

b) MI is a statistic to measure the relationship between two random variables that are sampled 

simultaneously. It determines the dependence of two variables and is computed using (7): 

 

M I (X, Y)  = Entropy (X) –  ConditionalEntropy (X / Y) (7) 

 

The disorder available in data is determined by entropy. It is computed by (8) for a random variable X. 

 

Entropy (X) = − ∑ 𝑃(𝑋𝑖) ∗ log(𝑃(𝑋𝑖))𝑛
𝑖=1 where 𝑃(𝑋𝑖)is the probability (8) 

 

If two random variables rely on one another, the entropy of one variable decreases after noticing the 

second variable. The resting uncertainty of a variable on another is established by conditional entropy. It is 

calculated by (9) concerning variable X and variable Y 

 

ConditionalEntropy (X / Y)  =  − ∑ ∑ 𝑃(𝑌𝑗) 𝑃(𝑋𝑖/𝑌𝑗))𝑛
𝑖=1 ∗ log (𝑃 (

𝑋𝑖

𝑌𝑗
))𝑚

𝑗=1  (9) 

 

where 𝑃(𝑋𝑖/𝑌𝑗) is known as the conditional probability of 𝑋𝑖 and 𝑌𝑗 is given.  

c) PCA is a very famous statistical method for data ordination and dimensionality reduction of data. It is a 

machine learning method that simplifies a huge data set into a smaller one. PCA can be broken down 

into the following steps: 

Step 1: Standardize the limit of continuous initial variables. 

Step 2: Compute the covariance matrix to identify correlations between variables. 

Step 3: Compute the eigenvectors and eigenvalues of the covariance matrix to identify the principal 

components. 

Step 4: Determining which components are relevant to the analysis by creating a feature vector. 

Step 5: Rearrange the data along the principal component axes. 

 

2.3.  Proposed method 

The training process of LFSPTI method for yth personality trait is shown in Figure 1 and Algorithm 1. 

First, it gets all the features of LIWC (XL), features of MRC (XM), and features of EMPATH (XE) from the 
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input training dataset TR. Then combine LIWC, MRC, and EMPATH features to find a feature set  

S=XL∪XM ∪XE. Then, it computes MI, chi-square, F-statistic, and PCA for each feature from feature set  

S using GA to find best high ranked features for personality classification. 

 

 

 
 

Figure 1. Process of training model 

 

 

The testing process of LFSPTI method for yth personality trait is shown in Figure 2. Analogous to 

training, first, it gets all the features of LIWC (XL), features of MRC (XM), and features of EMPATH (XE) 

from the input test dataset TS. Then, it selects the high-ranked features, as decided during training, to form 

the extracted dataset for predicting the yth personality trait. 

 

 

 
 

Figure 2. Process of testing model 

 

 

Algorithm 1. LFSPTI (TR, F, f) 
Input parameter-(1) Input Training Dataset TR = (X, Y), where Xϵ Bn×m, Y ϵ {0, 1}n×l 

(2) P = {P1, P2, P3… Pm} is the feature set.  

(3) f is the number of features for every feature list and F is the selected relevant 

number of features. 

Output-The best selected feature subset PF for y = 1, 2, 3……, l 

1. XL← LIWC features from X 
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2. XM ←MRC features from X 

3. XE ← EMPATH features from X 

4. S ← combine LIWC, MRC and EMPATH such as (XL∪ XM∪ XE) 
5. PF  ← null 

6. For  y← 1 to l  // for every personality trait 

(i) PF-sta← null, PChi ← null, PMI ← null and PPCA ← null 

(ii) For  x ← 1 to m 

(a) PF-sta [x] ←𝑆𝑥
(𝑦)
// compute F-statistic using equation (5) 

(b) PChi[x] ←𝐴𝑥
(𝑦)
 // compute Chi-square using equation (6) 

(c) PMI[x] ←𝑀𝐼𝑥
(𝑦)
 // compute Mutual information using equation (7) 

(d) PPCA[x] ←𝑃𝐶𝐴𝑥
(𝑦)
 // compute PCA using PCA method  

(iii) Select high ranked f features from PF-sta, PChi , PMI and PPCA using genetic 

algorithm(see in Algorithm A2) and save in PF-sta(HR) , PChi(HR) , PMI(HR) and 

PPCA(HR), separately. 

(iv) Ptemp← null, count ← null, and accuracy ← 0 

(v) For k ← 1 to F 

(a) Pool ← {PF-sta(HR) [k] , PChi(HR) [k] , PMI(HR) [k] and PPCA(HR) [k]} 
(b) while Pool ← not null 

1- P← select and delete a random feature from pool 

2- Train a classifier applying Ptemp∪P as feature set and get its accuracy 
as accuracy1 

3- If accuracy1 > accuracy then: Ptemp = Ptemp∪P and count increment (count++) 
4- If count = F then: break 

(vi) Hy : SP temp→Yy  // train a classifier for the yth  personality 

(vii) PF [y] = Ptemp  // Subset of features for the yth personality 

7. Return PF 

 

2.4.  Essays dataset and evaluation 

Our investigation focuses on Essays Dataset [15], which is the benchmark dataset for personality 

identification from textual data. It has 2,468 stream-of-consciousness essays. The breakdown of the Essay 

dataset in terms of personality traits is given in Table 2. 

 

 

Table 2. The breakdown of the Essay dataset 
S. No. Binary 

value 

Extraversion 

(EXT) 

Neuroticism 

(NEU) 

Agreeableness 

(AGR) 

Conscientiousness 

(CON) 

Openness 

(OPN) 

1. 0 1191 1234 1157 1214 1196 
2. 1 1276 1233 1310 1253 1271 

 

 

As per all the previous studies, we selected accuracy as the prime metric for evaluating the 

performance of the classifier model. The accuracy fot the yth personality trait is computed by (10). 

 

Accuracyy =
∑ ‖Hy (r)= Vy‖1  r ϵ TS

t
 (10) 

 

Where TS the test dataset, t is the number of examples in TS, r is a test instance, and Vy is actual value for the 

yth personality trait. Here, the higher the accuracy value, the better the classification performance. 

 

 

3. RESULTS AND DISCUSSION 

In this part, we express the experiment executed to judge the proposed technique and its comparison 

made with related existing state-of-the-art techniques as given below: 

− In the Mairesee Criterion [20], the SVM classifier trains with all the MRC and LIWC features. 

− In FineEmo [22] technique, the SVM classifier works with the Mairsee criterion feature, emotion-based 

hash tag lexicon feature, and various configurations like clustering-based lexicon features. 

− The LIWC and FR [23] technique applies various classifiers with selected features with information 

gain, PCA, and the entire features. 

− In CNN and Mairesee [24], four distinct layouts were used: 1) multilayer perceptron (MLP); 2) MLP 

plus entirely connected (EC) layer; 3) MLP plus maxpooling layer; 4) MLP plus CNN filter. 

− The PTLFM technique [1] uses two classifiers such as SVM and LR, including a balanced weighing 

mechanism. 

Our proposed technique uses three classifiers, SVM, LR, and DT, based on a genetic selection of 

features. For SVM, the parameters are regularization parameter C=1.0 with l2 squared penalty, radial basis 

function kernel with three degrees, and tolerance=0.001. For LR, the parameters are regularization parameter 
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C=1.0 with l2 penalty, tolerance=0.0001, and class weight as balanced. For DT, the parameters are as 

follows: Criterion as 'gini,' splitter as 'random,' minimum samples at the leaf as one, and class_weight as 

balanced. Rests of the parameters are default as given in [27]. For the GA, we kept the size of the population 

at 50, the probability for mutation at 0.01, and the maximum number of generations at 100. The dataset was 

divided using 5-fold cross validation and experiments were repeated 10 times and the average values ae 

reported. 

Table 3 represents the experimental results for accuracy on the Essays dataset. It is evident from the 

table that the LFSPTI method performs better than all the other existing techniques. The best results for all 

the other competing methods are 59.26, 61.32, 59.06, 58.94, and 63.03 for EXT, NEU, AGR, CON, and 

OPN, respectively, whereas the LFSPTI method gives 59.96, 61.83, 60.01, 59.62, and 64.18 for EXT, NEU, 

AGR, CON, and OPN, respectively. The improvement in classification performance against the best over the 

competing methods is 1.18%, 0.83%, 1.61%., 1.15%, and 1.82%, for EXT, NEU, AGR, CON, and OPN, 

respectively. Conceptually, the more information given to the machine learning model, the better its 

performance; however, if the information given is not helpful, it certainly degrades the performance of the 

classifiers. This is very true for input feature space. Hence, LFSPTI removes the unuseful features and 

provides the feature in a way that transforms the input dataset to be very informative for prediction purposes. 

 

 

Table 3. Personality classification outcomes in terms of accuracy for distinct techniques 
Technique EXT NEU AGR CON OPN Mean 

Mairesee + SVM 55.49 58.43 55.56 55.27 60.10 56.97 
FineEmo + SVM 56.45 58.33 56.03 56.73 60.68 57.64 

LIWC and FR + various classifiers 55.75 58.31 57.54 56.04 61.95 57.92 

CNN and Mairesee + MLP  55.54 58.42 55.40 56.30 62.68 57.67 
CNN and Mairesee + MLP + EC 54.61 57.81 55.84 57.30 62.13 57.54 

CNN and Mairesee + MLP + maxpooling 58.09 57.33 56.71 56.71 60.13 57.99 

CNN and Mairesee + MLP + CNN filters 55.07 59.38 55.08 55.14 60.51 57.04 
PTLFM with SVM 58.85 61.32 58.85 58.85 62.90 60.15 

PTLFM with LR 59.26 60.80 59.06 58.94 63.03 60.22 

Superior result in all of the above techniques 59.26 61.32 59.06 58.94 63.03 60.22 
LFSPTI with SVM 58.97 61.53 58.89 58.91 63.10 60.28 

LFSPTI with LR 59.96 61.83 60.01 59.62 64.18 61.12 

LFSPTI with DT 58.19 59.88 60.01 59.02 62.88 59.99 

 

 

This study investigated the effects of MRC, EMPATH, LIWC features, F-statistics, chi-square, MI, 

and PCA. In contrast, the earlier studies have explored the impact of only a few of these. They have not 

explicitly addressed the influence of all the combined approaches. Also, the results demonstrate that a good 

feature selection technique can potentially increase the predictive performance.  

We not only compare the performance on individual personality traits but also on the mean value 

over all the personality traits. The best mean value for accuracy across all the traits for competing methods is 

60.28, whereas LFSPTI gives an accuracy of 60.62. The improvement in classification performance against 

the best over the competing methods is 1.39%. These results demonstrate that LFSPTI gives superior 

outcomes across all the personality traits compared to all the competing techniques. The outcomes verify the 

usefulness of LFSPTI as a genetic-based feature selection technique for improving the classification of 

personality traits. Our study demonstrates that the GA, being evolutionary, is more resilient than the other 

competing approaches; hence, using better evolutionary algorithms like memetic algorithms in future work 

may improve it further. 

 

 

4. CONCLUSION  

This paper addresses the core challenge of the low accuracy in predicting personality traits using text 

processing. The proposed LFSPTI method has solved this problem with the big-five personality trait model 

from text data, which applies a feature selection method to increase accuracy. LFSPTI gives excellent 

absolute and comparative enhancement compared to popular methods, in which more than 90% of the 

features are rejected or removed. The investigation results show that the presented LFSPTI method improves 

the classification accuracy against the best of the competing methods for all the personality traits and mean 

overall. The reason for the improvements in the prediction performance is that different parameters provide 

different aspects of the dataset, and selecting features using genetic selection gives us the most valuable 

features from the combination of these aspects. Due to the high amount of information and the small number 

of features, the method has become stable and straightforward. In the future, we plan to use a memetic 
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algorithm to select the best features instead of genetic selection. Further, some other aspects of the dataset 

may be considered using other feature selection techniques. Also, datasets other than texts may be 

considered, where the number of instances for each trait varies heavily for different personality traits to check 

the performance of the LFSPTI method. 
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