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 Despite the growing technological advancement in education, poor academic 

performance of students remains challenging for educational institutions 

worldwide. The study aimed to predict students’ academic performance 

through modular object-oriented dynamic learning environment (Moodle) 

data and tree-based machine learning algorithms with feature importance. 

While previous studies aimed at increasing model performance, this study 

trained a model with multiple data sets and generic features for improved 

generalizability. Through a comparative analysis of random forest (RF), 

XGBoost, and C5.0 decision tree (DT) algorithms, the trained RF model 

emerged as the best model, achieving a good ROC-AUC score of 0.77 and 

0.73 in training and testing sets, respectively. The feature importance aspect 

of the study identified the submission actions as the most crucial predictor of 

student performance while the delete actions as the least. The Moodle data 

used in the study was limited to 2-degree programs from the University of 

Southeastern Philippines (USeP). The 22 courses still resulted in a small 

sample size of 1,007. Future research should broaden its focus to increase 

generalizability. Overall, the findings highlight the potential of machine 

learning techniques to inform intervention strategies and enhance student 

support mechanisms in online education settings, contributing to the 

intersection of data science and education literature. 
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1. INTRODUCTION 

Despite technological advancements in education, poor academic performance remains one of 

educational institutions’ most challenging aspects [1]. Factors such as the lack of family support, financial 

issues, motivation, learning facilities, and teaching techniques contribute to this concern. Although the ever-

evolving growth of technology provided great opportunities to improve academic performance, challenges 

remain due to these factors [2]. Many institutions have employed management techniques, web-based 

learning, and emerging technologies such as data analytics, the internet of things (IoT), and data mining 

techniques to address poor academic performance challenges. Machine learning algorithms and deep learning 

models have been used to analyze student data and predict student success [3], [4]. These student data can be 

accessed with the advent of online learning through learning management systems (LMS). 

The growing popularity of online learning with LMS has paved the way for institutions to collect 

user data through databases and logs. Studies have shown that resources and activities from LMS, such as 

https://creativecommons.org/licenses/by-sa/4.0/
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files, links, and forum participation, can positively impact academic performance [5]. Using LMS data 

provides institutions with data-driven approaches that can help identify students needing assistance and 

provide interventions, ultimately improving educational outcomes [6], [7]. 

LMS has different platforms like modular object-oriented dynamic learning environment (Moodle), 

Blackboard, Canvas, iSpring Learn, Sakai, and Google Classroom. The Moodle is one of the most widely 

used LMSs [8]. Moodle is user-friendly and engages students, improving academic performance [9]. Moodle 

offers course creation, content delivery, assessment, and interactive tools [10], [11]. Moodle’s role in 

education is crucial because it can facilitate distance learning, increase student engagement, and enable 

personalized learning. Moodle has shown positive results in enhancing the teaching and learning process of 

institutions using it [12]. With Moodle, educational data mining (EDM) can be enhanced. Educators and 

administrators can use Moodle logs to extract data summaries and visualizations, generating relevant insights 

on how students interact with the LMS. EDM provides techniques for predicting students at risk of failing a 

course. Through EDM, Moodle data can be analyzed to identify low-performing students and the most 

influencing factors of academic performance, aiding in early interventions [13]. 

EDM uses machine learning techniques to predict student performance and provide insights for 

educators and administrators, giving them opportunities for early interventions [14]. The application of EDM 

supports informed decision-making and improves educational outcomes [15]. By analyzing Moodle logs and 

using various machine learning and other data analysis techniques, EDM improves the reliability of academic 

performance predictions. Machine learning algorithms, such as random forests (RF) and decision trees (DT), 

are commonly used in EDM to achieve reliable results. Additionally, EDM contributes to developing systems 

that understand student interactions and learning within online environments [16]. Overall, using machine 

learning techniques enhances the ability to predict student performance, offering opportunities for 

intervention. This strategy can benefit both students and the institution. 

 Multiple studies [17]-[24] have used EDM to predict student performance using Moodle logs. 

However, studies that used machine learning focused more on increasing model performance in the training 

and testing environments without considering generalizability. Other studies used only quantitative analysis. 

These previous studies used Moodle data from only a single to a few courses or courses with the same 

instructor without considering heterogeneity. This concern can negatively impact findings when applied to 

other settings. Furthermore, these studies differ in the features used and may not be Moodle generic; some 

may not apply to other settings. Overall, the previous studies were limited in terms of the training data, which 

can negatively impact generalizability [25]. 

Generalizability remains an issue in machine learning, where models perform poorly on new data 

[26]-[28]. Generalizability ensures model deploy ability to other Moodle courses. Therefore, this study aimed 

to predict students’ performance using Moodle logs with machine learning using generalized features and 

multiple course data, enabling model deploy ability to other Moodle courses. 

The study focused on developing a predictive model by comparing various machine learning 

algorithms trained on multiple Moodle course data with generic features, aiming to be applied to various 

courses. The study also aimed at identifying the factors (features) that contribute to academic performance. 

Institutions can use the study’s outcome as a predictive model to inform academic-related decisions and 

future researchers for further development and potential applications. The conduct of the study contributes to 

the growing literature on academic performance prediction through EDM. 

 

 

2. METHOD 

Using data-wrangled Moodle logs, the study used supervised binary classification machine learning 

to predict student performance. Data collected from a Philippine university’s Moodle logs were used to 

feature-engineer Moodle-generic predictors of student performance. The feature engineering focused on 

creating theoretically aligned features, ensuring applicability to other Moodle courses while aiming at 

generalizability. The Moodle data were used to train multiple machine learning algorithms and compare their 

performance. The best-performing algorithm was chosen for the final model. The final model was tested 

using a testing set from the data collected to determine its performance on unseen data. The data 

preprocessing aspect of the study was performed using the R programming language. The machine learning 

aspect was performed using the same language through the tidy model’s package. The following subsections 

detail the steps and techniques used in the study. 

 

2.1.  Moodle data set and data preprocessing 

The study’s data collection and preprocessing aspect was based on the study of [29] as detailed in 

the data collection and feature engineering subsections of the Method section. The data was collected from 

the Moodle logs of 22 different courses coming from the Bachelor of Science in Information Technology 
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(BSIT) and the Bachelor of Science in Computer Science (BSCS) programs of the University of Southeastern 

Philippines (USeP), a state university in the Davao region of the Philippines. These courses were from 3 

academic years: 2021-2022, 2022-2023, and 2023-2024. Multiple courses with different instructors were 

used to increase the representation of different types of courses. The data set after data wrangling is 

structured data containing rows and columns. The rows represent the count of student’s logged actions based 

on column variables or features. These features are the Moodle event names from the Moodle logs. 

Feature engineering was based on existing theories. The most used Moodle activities and resources 

(submissions, quizzes, and forums) were considered to ensure applicability to other Moodle courses. These 

represent necessary tools for communication, collaboration, and assessment [30]. The create, read, update, 

and delete actions (CRUD), which represent a standard log record (database query types) in information 

systems, were also considered. These features were engineered by adding the values of the appropriate 

Moodle event names logged by students. The variable days logged in represents a time-based feature that 

counts the number of days students have logged in to their course. The eight (8) variables are the generalized 

features of the study, ensuring applications across multiple Moodle platforms. These features are the 

predictors or independent variables of the study. The study engineered another feature, Performance, to label 

students’ performance as high or low based on course grades. This feature is the response or dependent 

variable. A course grade of 86 and above denotes high performance; else, low performance. Table 1 shows 

the data set summary used in the study after data preprocessing. 

Figure 1 shows the data distribution based on performance, where students labeled high are 615 

while those labeled low are 392. This data is considered imbalanced data. Figure 2 shows the correlations 

between the numeric features of the data, some indicating high correlations. The highest Pearson R 

correlation coefficient is 0.95 between the submission actions and create actions. High correlation 

coefficients of 0.76 and 0.74 exist between update actions and create actions, and read actions and forum 

days logged in, respectively. Another high correlation coefficient of 0.69 exists between read actions and 

quiz actions. High correlations in the data set render some machine learning algorithms perform poorly, 

especially parametric algorithms for classification modeling [31]. 

 

 

Table 1. The summary of the data set used in the study 
Variable (feature) name Variable class Variable type 

Submission actions 
Quiz actions 

Forum actions 

Create actions 
Read actions 

Update actions 

Delete actions 
Days logged in 

Numeric (double) 
Numeric (double) 

Numeric (double) 

Numeric (double) 
Numeric (double) 

Numeric (double) 

Numeric (double) 
Numeric (double) 

Predictor (independent) 
Predictor (independent) 

Predictor (independent) 

Predictor (independent) 
Predictor (independent) 

Predictor (independent) 

Predictor (independent) 
Predictor (independent) 

Performance Character (factor levels: high, low) Response (dependent) 

No. of rows (observations) 
No. of columns (features) 

: 1007 
: 9 

 

 

 
 

Figure 1. Performance distribution of the Moodle data based on performance 
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Figure 2. Correlation plot of the features of the data set showing Pearson r coefficients 

 

 

2.2.  Machine learning 

Due to their non-parametric nature, multiple tree-based machine learning algorithms were used to 

train for predictive analytics. The modeling framework in Figure 3 was used as the guiding framework of the 

study. The data set was split into training and testing sets. Resampling was performed on the training set, and 

tree-based models were compared. The best-performing model was selected and used to fit the entire training 

data. The best model’s performance on training was verified on the testing set. 
 

 

 
 

Figure 3. The modeling framework used in the study 
 
 

3 metrics were used to measure model performance: ROC-AUC (receiver operating characteristics – 

area under the curve), sensitivity, and specificity. The ROC-AUC is a graphical representation of the trade-

off between the true positive rate (TPR or sensitivity) on the x-axis and the false positive rate (FPR or 1-

specificity) on the y-axis at various settings of the model. It quantifies a model’s ability to distinguish 

between positive and negative cases across all possible thresholds. A perfect model will give a ROC-AUC 

score of 1, and a random classifier model gives a score of 0.5, a straight diagonal line. A score above 0.5 or 

close to 1 is considered a good score. Sensitivity or true positive rate (TPR) measures the proportion of actual 

positive cases classified correctly by the model. Specificity or true negative rate (TNR) measures the 

proportion of actual negative cases correctly classified by the model. 
 

ROC-AUC = ∫ 𝑇𝑃𝑅 𝑑(𝐹𝑃𝑅)
1

0
 (1) 

 

TPR = 
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 (2) 

 

TNR = 
𝑇𝑁

𝑇𝑁 + 𝐹𝑃
 (3) 
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In the study, the high-performance label is the positive class, while the low-performance label is the 

negative class. True positives (TP) are the cases where a model correctly predicts the positive class. 

Moreover, false negatives (FN) are the cases where the model incorrectly predicts the negative class when 

the true class is positive. Furthermore, true negatives (TN) are the cases where the model correctly predicts 

the negative class. Lastly, false positives (FP) are the cases where the model incorrectly predicts the positive 

class when the true class is negative. 

 

2.2.1. Data splitting and resampling 

The whole data set was split into training and testing sets. 80% (805 observations) of the data went into 

the training set, and the remaining 20% (202 observations) was reserved for testing the final model. Stratification 

ensured a balanced representation of the outcome variables, reducing biases [32]. The training set contains 492 

high-performing and 313 low-performing students, while the testing set contains 123 and 79, respectively. 

Following the framework in Figure 2, the training set goes into a resampling process using 10-fold cross-

validation. 10-fold cross-validation splits the training data into 10 folds, each acting as a testing set, while the 

remaining 9 are training sets. This type of validation ensures no data leakage during the training [33]. Resampling 

provides more reliable model performance, reducing the variance during training. In the resampling, stratification 

was also applied. Table 2 shows the resamples from the training set through 10-fold cross-validation. 
 

 

Table 2. Resamples from the training set using 10-fold cross-validation 
Fold Training split Testing split 

Fold01 723 82 

Fold02 723 82 
Fold03 724 81 

Fold04 725 80 

Fold05 725 80 
Fold06 725 80 

Fold07 725 80 

Fold08 725 80 
Fold09 725 80 

Fold10 725 80 

 

 

2.2.2. Modeling and variable importance 

The study compared 3 tree-based machine learning algorithms for training: XGBoost, RF, and C5.0 

DT. These algorithms were chosen because of their explainability and interpretability [34] and ability to 

perform well with limited data [35], making them suitable for dealing with highly correlated features. In the 

comparison, the hyperparameters of the algorithms were tuned to get the best parameter combinations from 

each. Hyperparameter tuning generated multiple models based on each combination. The tune race ANOVA 

method from tidymodels was used during training to shorten training time by eliminating poor-performing 

models. A recipe preprocessor from the tidymodels package was set to normalize the training data and 

oversample the minority class (low) using the adaptive synthetic (ADASYN) sampling approach. ADASYN 

was used to improve the algorithms’ performance on the imbalanced data set during training [36], [37]. 

The importance of the features of the modeling performed was determined with the help of the vip 

package in R. The vip package visualizes the strength of the relationship between each feature and the 

response predicted while considering all other features used in modeling. The package calculates variable 

importance (VI) scores using model-specific or model-agnostic approaches such as variance-based, 

permutation, and Shapley methods [38]. 
 

 

3. RESULTS AND DISCUSSION 

3.1.  Comparision and selection of best model 

The study compared and ranked the tuned algorithms’ performance on training based on 3 metrics: 

sensitivity, specificity, and ROC-AUC. This approach is also evident in the studies of [17], [20]-[23], 

wherein they compared multiple machine learning algorithms across multiple metrics. The modeling 

conducted in the study generated multiple models, and good-performing models were ranked as determined 

by the tune race ANOVA method. Based on the ROC-AUC score, the RF model performed best at 0.77 with 

a sensitivity of 0.73 and specificity of 0.66. The C5.0 DT comes in second place with an ROC-AUC score of 

0.74 and sensitivity and specificity of 0.67 and 0.72, respectively. Last place is the XGBoost with ROC-ACU 

of 0.71, sensitivity of 0.70, and specificity of 0.57. Table 3 summarizes the results of these models based on 

the 3 metrics with preference to the ROC-AUC metric. The ROC-AUC was chosen as the appropriate 

reference metric because of the imbalanced nature of the data, and it is a popular metric for binary 
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classification [39]. The RF model was chosen as the overall best model, complementing the studies of [20], 

[22], [23], but with different sets of metrics. The RF model has the highest value in distinguishing high- and 

low-performing students. The model is also best at predicting high-performing students while in second place 

at predicting low-performing students. 
 

 

Table 3. Summary results of the best tree-based models across 3 metrics 
Model ROC-AUC Sensitivity Specificity 

RF 0.77 0.73 0.66 
C5.0 DT 0.74 0.67 0.72 

XGBoost 0.71 0.70 0.57 

 

 

3.2.  Final model fit and verification of model performance 

The chosen best model was fitted on the testing set, unseen data during data training, to validate the 

model’s overall performance. The chosen model’s performance on the testing set across all metrics is shown 

in Table 4. Its ROC-AUC score on the testing set is 0.73. The model classified high-performing students with 

a sensitivity score of 0.69. The model also classified low-performing students with a specificity score of 0.66.  

Figure 4 shows the plot of the ROC-AUC. The plot indicates that the model has a moderate 

discriminatory ability, better than random guessing but not highly accurate. The model captures a decent 

portion of high-performing student cases. However, there is room for improvement in increasing the TPR. 

The model is also somewhat effective at avoiding false positives. However, there is also room for 

improvement in increasing the TNR. Increasing the model’s performance may be achieved with increased 

data size [40]. 
 

 

Table 4. The chosen model’s performance on the testing set 
Model ROC-AUC Sensitivity Specificity 

RF 0.73 0.69 0.66 

 

 

 
 

Figure 4. Plot of the ROC-AUC performance of the model across different threshold settings 

 

 

3.3.  Feature importance interpretation 

The study of [41] showed different patterns of how students interact with Moodle based on content, 

activities, and assessment. Therefore, selecting the most important features in modeling can significantly help 

improve the model’s performance [42]. The features were ranked from highest to lowest in importance, 

where the most crucial feature is listed first and the least important is listed last. Table 5 shows the VI scores 

of each feature. The submission actions have been identified as the most crucial feature, with a VI score of 

72.73. This suggests that actions related to submissions are the strongest predictor of academic performance. 

This finding complements the studies of [21], [22], referring to submitting assignments within Moodle as the 

best or one of the best predictors of academic performance. 
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The read actions, days logged in, and create actions are close in second, third, and fourth places, 

respectively. With a VI score of 57.53, read actions signifies that reading or accessing content is crucial to 

academic performance. The days logged in, having a VI score of 55.80, suggests that consistent engagement 

with the Moodle LMS is notable in predicting academic performance, consistent with the studies of [21], 

[23]. The create actions implies that activities related to creating content within the Moodle LMS also 

strongly influence academic performance, with a VI score of 55.10. 

Quiz actions comes in at fifth place with a VI score of 48.13, implying that interactions within 

quizzes or assessments within Moodle can still influence academic performance. The forum actions, 

interactions within forums and discussions can also influence academic performance with a VI score of 45.5 

and ranked sixth. Ranked in seventh place is the update actions, indicating that student updates within the 

LMS have a relatively lower impact on predicting academic performance, with a VI score of 37.39. While 

still relevant, update actions’ impact on academic performance appears to be less significant compared to the 

features that are higher ranked. Delete actions are the least important, with a VI score of 4,22. This suggests 

that removing content from the LMS has the weakest influence on academic performance. 

 

 

Table 5. Variable importance score of each feature 
Feature (predictor) VI score 

Submission Actions 72.73 
Read Actions 57.53 

Days Logged In 55.80 

Create Actions 55.10 
Quiz Actions 48.13 

Forum Actions 45.53 

Update Actions 37.39 
Delete Actions 4.22 

 

 

4. CONCLUSION 

The study predicted student performance using Moodle data from various courses and tree-based 

machine learning algorithms. In comparing 3 tree-based machine learning algorithms, namely, RF, XGBoost, 

and C5.0 DT, the RF yielded the highest ROC-AUC score of 0.77 with a sensitivity score of 0.73 and a 

specificity score of 0.66 in the training set. In the testing set, the RF got 0.73 ROC-AUC with sensitivity and 

specificity scores of 0.69 and 0.66, respectively. These values indicate that RF can discriminate between 

high-performing and low-performing students reasonably well but with room for improvement. 

The feature importance aspect of the study feature engineered 9 Moodle-generic variables from the 

LMS data collected from USeP: submission actions, quiz actions, forum actions, create actions, read actions, 

update actions, delete actions, days logged in, and performance as the label feature (response). These features 

are aimed at generalizability and can be applied to any Moodle course. The submission actions are the most 

crucial feature in predicting student performance among the predictor features, while the delete actions are 

the least important. By highlighting the importance of features in predicting outcomes, the study laid the 

groundwork for future investigations to refine predictive models and inform targeted interventions tailored to 

individual student needs. The study was limited to just 2-degree programs, BSIT and BSCS, and 22 courses, 

resulting in a relatively small sample size of 1,007 observations. Nevertheless, the study’s data size is more 

significant in number compared to previous studies. However, the findings show that there is much room for 

improvement. Future research could broaden its scope to encompass additional programs and other features 

for improved generalizability. Future research could also extend the study to other universities and consider 

other LMS platforms outside Moodle. Future studies can consider model deployment, allowing educators to 

leverage the model through information systems and dashboards. 

Overall, the study’s findings underscore the potential of machine learning techniques in enhancing 

educational intervention strategies, which can pave the way for effective support mechanisms for students. 

Educators can foster a more inclusive learning environment by implementing tailored support mechanisms. 

The study contributes to the growing body of literature on the intersection of data science and education, 

offering pathways for improving student academic performance in online learning environments. 
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