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 Breast cancer is the second leading type of cancer, which is mainly found in 
women and which increases the death rate among women. Early detection 

and diagnosis of breast cancer can reduce its occurrence and the death rate. 

Unfortunately, even if cancer treatment is initiated quickly after diagnosis, 

cancer may relapse because cancer cells may continue to exist in the body, 
which is also a major problem faced by women who fear facing the same 

treatment twice. So, detecting cancer at its early stage and predicting the 

recurrence of it is a major issue in the medical field that needs to be solved. 

Machine learning (ML) algorithms such as support vector machine (SVM), 
random forest (RF), k-nearest neighbor (KNN), and voting classifier (VC) 

are used for breast cancer prediction. Due to high-dimension data, the 

predicted results using Machine learning algorithms will increase the errors 

and decrease the accuracy. So, bioinspired algorithms such as the genetic 
algorithm (GA) and sand cat swarm optimization (SCSO) are used to reduce 

the data dimension. Convolutional neural network (CNN) is used for feature 

extraction from the image dataset. CNN algorithms are used for feature 

selection, which selects the important features for classification and 
prediction by applying 10 cross-validation methods. The proposed model 

using bioinspired optimization algorithms outcomes will yield high accuracy 

and the best solution. 

Keywords: 

Breast cancer 

Classification 

Feature selection 

Optimization 

Women 

This is an open access article under the CC BY-SA license. 

 

Corresponding Author: 

Velu Sangeetha  

Department of Computer Science and Engineering, Ramaiah Institute of Technology 

Bangalore, Karnataka, India 

Email: drsangeethav@msrit.edu 

 

 

1. INTRODUCTION 

Ninety precent of cancer patients dead from metastasis that is an unrestrained cell development 

which can rapidly move to other human body parts. Cancer develops when genetic alterations known as 

mutations, which control cell growth, manifest and grow uncontrollably [1]. One of the greatest health 

hazards people face today is cancer [2]. The second major cause of death worldwide is cancer. A right cancer 

diagnosing is necessitated for a appropriate and effectual course of therapy. A dangerous development that 

occurs in the breast cells is called breast cancer [3]. For the diagnosis of cancer in tissues, a breast biopsy, 

thermography, fine-needle cytology, ultrasonography, mammography, and other techniques are utilized. 

https://creativecommons.org/licenses/by-sa/4.0/
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According to current medical theory, mammography is the most trustworthy approach [4]. Early 

identification and precise classification of breast cancer tumors are an essential to good treatment planning as 

well as patient prognosis. Prediction of cancer recurrence plays a vital role in determining appropriate  

follow-up care for patients [5]. The main objetive of the proposed system is to growth a robust and accurate 

model for breast cancer classification and recurrence diagnosis, utilizing bio-inspired algorithms.  

Deep learning techniques such as the convolutional neural network (CNN) model are used for feature 

extraction [6]. SCSO optimization techniques are used for feature optimization. Support vector machine 

(SVM), k-nearest neighbor (KNN), random forest (RF), and voting classifier (VC) machine learning 

algorithms are applied for breast cancer classification. Genetic algorithms are used to optimize the 

classification model [7].  

The contributions of proposed method is specified: develop a breast cancer classification model 

capable of accurately distinguishing between malignant and benign breast tumors based on diverse clinical 

and diagnostic features. Utilized a genetic algorithm to optimize the classification model’s performance, 

ensuring high accuracy, precision, and recall. Apply bio-inspired algorithms such as sand cat swarm 

optimization (SCSO) to identify significant recurrence predictors by analyzing a wide range of patient-

specific factors, including genetic markers, treatment history, and post-treatment follow-up data. 

The paper is structured as follows: section 2 discusses existing and prior research efforts, providing 

an overview of related work. Section 3 outlines the dataset used in this study and the methods and 

methodology of the proposed study. Section 4 is dedicated to presenting the results and conducting an 

evaluation analysis of the performance. Finally, in section 5, conclusions based on the findings of this study 

are made. 

Many technologies are emerging in computer science and have been utilized in the medical field in 

recent years. So, it is essential to understand which technology must be applied to different diseases found in 

the medical field [8]. Machine learning (ML) and artificial intelligence (AI) are emerging technologies used 

in the medical field for all kinds of diseases and cancers throughout recent years [9]. ML algorithms are used 

as both classifiers and regressors to predict the presence of cancer by giving some inputs to the developed 

model [10]. However, as the data generated in the medical field is quite large and of high dimension, the 

predicted accuracy is becoming low, in addition to many errors in the developed model. This leads to the use 

of Bio-inspired algorithms to lessen the higher data dimension. The paper [11] proposes an ML model for the 

classification of breast cancer. Throughout the paper [12], an automated decision-making pipeline for BC 

detection has been proposed, incorporating ML algorithms like gaussian Naive Bayes (GNB), RF, XGBoost 

(XGB), AdaBoost (AdB), and pre-processing such as outlier rejection (OR) and attribute selection (AS) to 

increase the survival rate of the patient suffering from BC [13]. 

The paper [14] proposed a computer-aided ensemble method for diagnosing BC using ReNet18 and 

SVM. A pre-trained ReNet18 model is used to extract the features from the X-ray image, and SVM is utilized 

in diagnosing cancer. The paper’s author used an MPSO with an SVM on a wisconsin breast cancer UCI 

dataset to detect breast cancer. The proposed method can also pinpoint useful breast cancer characteristics [15]. 

The presented MPSO utilizes an adaptive strategy to enhance performance while solving difficult issues and 

preventing the premature convergence characteristic of PSO. The research gap identified is that most of the 

researchers use Bio-inspired algorithms such as grey wolf optimization, SCSO, artificial rabbit optimization, 

and brainstorm optimization algorithms [16]. The study discusses which feature selection algorithm performs 

better for each classification method and provides high accuracy [17]. 

 

 

2. BREAST CANCER PREDICTION USING GENETIC ALGORITHM AND SCSO ALGORITHM  

2.1.  Breast cancer classification 

Figure 1 explains the research methodology for the classification system. It contains 5 phases. The 

first phase of this methodology was the data-collecting phase, during which the necessary information for the 

investigation was gathered [18]. The data preprocessing stage was the second phase when the gathered data 

was combined, cleaned, and processed to make the datasets acceptable for classification prediction, as shown 

in Figure 1. 

After that, while still in the second phase, a genetic algorithm [19] was used to extract features. 

Once the preprocessing phase [20] (Phase 2) was complete, the data were passed over to Phase 3, where they 

were used to build models both with and without feature extraction [21]. Phase 4 involved the evaluation of 

the model or result analysis. In the final phase of the research, a comparison of the feature-selection-based 

models versus models that did not employ feature selection was done [22]. 
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Figure 1. Research methodology for classification system 

 

 

2.2.  Dataset description 

The wisconsin diagnostic breast cancer (WDBC) dataset is a widely used dataset in machine 

learning and breast cancer research [23]. Dr. William H. Wolberg created dataset contains features computed 

from digitized images of breast masses’ fine needle aspirates (FNA). The goal of this work to predict whether 

a given mass is benign (non-cancerous) or malignant (cancerous). Mammography images are used to 

distinguish the cells as recurrence or non-recurrence. The total number of images used is 500, of which 250 

images that tell the cells show recurrence signs and 250 images that show non-recurrence signs [24]. 

 

2.3.  Algorithms 

2.3.1. Genetic algorithm (GA) 

GA is a search and optimization technique [25] inspired by the evolution and natural selection 

processes. It is a type of evolutionary algorithm that uses the ideas of genetics and natural selection to look 

for optimum or almost optimal solutions to challenging issues. A genetic algorithm effectively imitates the 

process of natural selection by developing a population of candidate solutions over numerous generations.  

A chromosome, which is analogous to the DNA in biological things and commonly encoded as a string of 

binary digits (0s and 1s) in Algorithm 1, is used to represent each solution in the population [26]. 

 

Algorithm 1. Genetic_algorithm 
Genetic_Algorithm()  

{ 

Initialize random population 

 Evaluate the population 

 Generation=0 

While the termination criterion is not satisfied  

{  

 Generation=Generation + 1 

 Select good chromosomes by reproduction procedure 

 Perform crossover with probability crossover (Pc) 

 Perform mutation with probability mutation (Pm) 

Evaluate the population 

 } 

} 

 

2.3.2. Sand cat swarm optimization (SCSO) 

In the SCSO algorithm [27], the search for prey is empowered by each sand cat’s ability in the  

low-frequency noise emission. The range (𝑅) for sensitivity of every search agent is preset among 2 to 0. In 

the SCSO algorithm in Algorithm 2, each search agent moves circularly; intimal, to motion in several 
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directions to seek for feasible global solutions, the arbitrary angle 𝛼 among 0 to 360 is represented as a 

cos(𝛼) function. The structural formulas of the SCSO is specified (1) to (8). 

 

𝑟𝐺⃗⃗  ⃗ = 𝑠𝑀 − (
𝑠𝑀×𝑖𝑡𝑒𝑟𝑐

𝑖𝑡𝑒𝑟𝑚𝑎𝑥
) (1) 

 

𝑅 = 2 × 𝑟𝐺⃗⃗  ⃗ × 𝑟𝑎𝑛𝑑(0,1) − 𝑟𝐺⃗⃗  ⃗  (2) 

 

𝑟 = 𝑟𝐺⃗⃗  ⃗ × 𝑟𝑎𝑛𝑑(0,1) (3) 

 

𝑋 (𝑡 + 1) = 2 × 𝑟𝐺⃗⃗  ⃗ × 𝑟𝑎𝑛𝑑(0,1) − 𝑟𝐺⃗⃗  ⃗ (4) 

 

𝑋 (𝑡 + 1) = 𝑟  ∙ (𝑋𝑏
⃗⃗ ⃗⃗  (𝑡) − 𝑟𝑎𝑛𝑑(0,1) ∙ −𝑋𝑐

⃗⃗⃗⃗ (𝑡))   (5) 

 

𝑋𝑟𝑛𝑑
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗ = |𝑟𝑎𝑛𝑑(0,1) ∙ 𝑋𝑏

⃗⃗ ⃗⃗  (𝑡) − 𝑋𝑐
⃗⃗⃗⃗ (𝑡)|  (6) 

 

𝑋 (𝑡 + 1) = 𝑋𝑏
⃗⃗ ⃗⃗  (𝑡) − 𝑟  ∙  𝑋𝑟𝑛𝑑

⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ cos(𝛼)  (7) 

 

𝑋 (𝑡 + 1) =  {
𝑟  ∙ (𝑋𝑏

⃗⃗ ⃗⃗  (𝑡) − 𝑟𝑎𝑛𝑑(0,1) ∙ −𝑋𝑐
⃗⃗⃗⃗ (𝑡)) |𝑅| > 1

𝑋𝑏
⃗⃗ ⃗⃗  (𝑡) − 𝑟  ∙  𝑋𝑟𝑛𝑑

⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ cos(𝛼) |𝑅| ≤ 1
 (8) 

 

Algorithm 2. SCSO 
Step1: Initialize: 

    Initialize a population of sand cats with random positions 

    Evaluate the fitness of every sand cat 

Step2:  Repeat until a termination condition is met: 

        For each sand cat: 

            Update the sand cat’s position using the following equation: 

newPosition=current position + random() * (best position-current position) 

Step 3: Apply position constraints to ensure the sand cat remains within the search space 

Step 4: Measure the fitness of the new position 

            If the new position is better than the previous best position: 

 Update the sand cat’s best position 

            Update global best position if applicable 

Step 5: Return global best position 

Step 6: End Procedure 

 

 

3. RESULTS AND DISCUSSION 

A proposed (GA+VC) predictive model in Algorithm 3 is developed to categorize the cancerous 

cells into malignant or benign and to tell whether the cancer recurrence has happened for a particular cancer-

diagnosed person. GA is applied to the pre-processed dataset to extract the important features from a high-

dimensional dataset using different base SVM, KNN, RF, and VC classifiers [25]. Classification is applied to 

the extracted features for further processing. For recurrence, CNN is used for feature extraction, SCSO is 

used for feature optimization, and SVM [28] is used to classify the binary values as 0 or 1. The model is 

trained with the WDBC and WPBC datasets for classification and recurrence, respectively, which provides 

accurate and efficient results. The proposed model performs better than others in accuracy, precision, recall, 

and f1-score [29]. The evaluation metrics are compared for all the classification algorithms before the GA is 

applied to the data shown in Table 1.  

 

Algorithm 3. Proposed model (GA+VC) 
Input: WDBC and mammography dataset 

Output: Classify as Malignant or benign 

    Classify as recurrence or non-recurrence 

Begin 

If the WDBC dataset performs: 

 Begin: 

Perform data collection and pre-processing, then normalize the data. 

Apply GA for feature extraction. 

Build the model using SVM, KNN, RF, VC 

Train the model 

Feed testing data to models and get the results 
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Construct the graphs for the obtained results. 

End 

elif mammography images: 

Perform data collection and pre-processing, then normalize the data. 

Apply CNN for feature extraction. 

SCSO is applied for feature Optimization. 

Build the model using SVM. 

Train the model 

Feed testing data to models and get the results 

Construct the graphs for the obtained results. 

End 

End 

 

 

Table 1. Evaluation metrics before applying GA 
Models Accuracy Precision Recall F1-score 

SVM 92.26 96.67 82.07 88.77 

KNN 95.60 96.98 96.98 96.98 

RF 98.90 98.09 97.08 98.04 

VC 99.96 98.90 98.87 98.68 

 

 

Table 1 explains the accuracy, precision, recall, and F1-score percentage of the SVM, KNN, RF, 

and VC models. Compared to all models, VC has a 99.26% accuracy, 98.80% precision, 98.87% recall, and 

98.68% F1-score ratio. All models are not capable of getting 100% values. The evaluation metrics are 

compared for all the classification algorithms after applying the GA to the data shown in Table 2.  

 

 

Table 2. Evaluation metrics of models after applying GA 
Models Accuracy Precision Recall F1-score 

SVM 94.72 95.5 90.09 92.71 

KNN 95.62 95.60 95.60 95.60 

RF 100 100 100 100 

VC 100 100 100 100 

 

 

From Table 2, the SVM, KNN, RF, and VC models obtain accuracy, precision, recall, and F1-score 

percentage values after applying the GA algorithm. Compared to all models, the VC reaches 100% accuracy, 

precision, recall, and F1-score. In addition, the DR model also reaches 100% for all evaluation parameters. 

Figure 2 explains the accuracy comparisons of before and after utilizing the GA algorithm. 

Figure 2 explains the Accuracy of models before and after utilizing the GA algorithm, such as SVM, 

KNN, RF, and VC models. Compared to all models, the after-applying GA algorithm provides a high 

percentage accuracy. However, the RF and VC models provide a higher accuracy than other models. Figure 3 

shows a precision comparison of all models before and after applying GA. 
 

 

 
 

Figure 2. Accuracy comparisons of all models before and after utilizing the GA algorithm 
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Figure 3 explains the before-and-after use of the GA algorithm for comparing several models, such 

as SVM, KNN, RF, and VC. The outcomes show that the GA algorithm offers better accuracy than GA 

models. The SVM and KNN models provide lesser precision than the RF and VC models. Figure 4 

demonstrates the Recall comparison of all models before and after applying the GA algorithm.  

 

 

 
 

Figure 3. Precision comparison of all models before and after applying GA 

 

 

Figure 4 explains the recall comparison of SVM, KNN, RF, and VC models before and after 

applying the GA algorithm. Compared to before and after utilizing the GA algorithm, utilizing the GA 

algorithm provides a higher recall percentage. However, the SVM model does not apply a GA algorithm, 

which provides lesser performance. Figure 5 explains the F1-score comparison of all models before and after 

applying GA models. 

 

 

 
 

Figure 4. Recall the comparison of all models 

 

 

Figure 5 explains the F1-score comparison among SVM, KNN, RF, and VC models before and after 

applying the GA algorithm. Compared to all models, the GA algorithm provides the highest F1 score. 

Particularly, the RF and VC models have a higher F1 Score than the SVM and KNN models. Figure 6 explains 

the comparison of proposed model (GA+VC) to the existing LDA-SVM models for classification diagnosis. 
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Figure 5. F1-score comparison of all models before and after applying GA 

 

 

Figure 6 compares the proposed model (GA+VC) to the existing LDA-SVM: Egwom [16]. The 

GA+VC model provides a greater accuracy, precision, as well as recall. The LDA-SVM model’s precision 

rate is lower than that of the accuracy and recall model. The GA+VC for breast cancer classification gives 

higher accuracy, precision, and recall when compared with the authors’ Egwon work, as shown in Table 3. 

 

 

 
 

Figure 6. Comparison of existing and proposed models for classification diagnosis 

 

 

Table 3. The comparison between the existing and proposed models for classification diagnosis 
Classifier Accuracy  Precision  Recall 

Proposed model (GA+VC) 100.00 100.00 100.00 

LDA-SVM: Egwom  99.2 98.0 99.0 

 

 

4. CONCLUSION 

The application of genetic algorithms for feature selection in breast cancer classification offers 

significant benefits and potential improvements to the overall accuracy and efficiency of the categorization 

process. By training the CNN on a large dataset of breast cancer samples, it learned to identify relevant 

patterns and characteristics indicative of cancer recurrence. This process helped reduce the input data’s 

dimensionality and highlight the most discriminative features. After feature selection, the SCSO algorithm 

was applied to refine and optimize the selected features further. This paper compared before and after 

utilizing GA algorithms like SVM, KNN, RF, and VC models; from the experimental results, after utilizing 

GA algorithm that enhance the accuracy, precision, recall, and F1-score. Future research can focus on 

developing more advanced machine learning and deep learning algorithms to improve the accuracy and 



                ISSN: 2502-4752 

Indonesian J Elec Eng & Comp Sci, Vol. 37, No. 2, February 2025: 849-858 

856 

efficiency of breast cancer classification. This could involve exploring ensemble methods, neural networks, 

and hybrid models that combine multiple techniques. 
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