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ABSTRACT

Identifying artist signatures on paintings is essential for authenticating artworks
and advancing digital humanities. An artist’s signature is a consistent element
included in each painting that the artist creates, providing a unique identifier for
their work. Traditional methods that rely on expert analysis and manual compar-
ison are time-consuming and are prone to human error. Although convolutional
neural networks (CNNs) have shown promise in automating this process, ex-
isting single-model approaches struggle with the diversity and complexity of
artistic styles, leading to limitations in their performance and generalizability.
Therefore, this study proposes an ensemble learning approach that integrates
the predictive power of multiple CNN-based models. The proposed framework
leverages the strengths of three state-of-the-art CNNs: EfficientNetB4, ResNet-
50, and Xception. These models were independently trained, and the predictions
were combined using a meta-learning strategy. To address class imbalance, data
augmentation techniques and weighted loss functions were employed. The ex-
perimental results obtained on a dataset of more than 8,000 paintings from 50
artists demonstrate significant improvements over individual CNN architectures
and other ensemble methods, thereby effectively capturing complex features and
improving generalizability.
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1. INTRODUCTION
Identifying artist signatures on paintings is crucial for art authentication, origin research, and

digital humanities [1]. Artist signatures provide essential information about the origin and authenticity of art-
works, making their accurate identification indispensable for art historians, curators, and collectors.
Traditional signature identification methods primarily rely on expert analysis and manual comparison, which
are time-consuming and prone to human error [2], [3]. In recent years, advances in machine learning, par-
ticularly convolutional neural networks (CNNs), have demonstrated significant potential for automating this
process [4]. CNNs excel at image recognition and classification tasks due to their ability to learn hierarchical
feature representations [5]-[7]. However, current state-of-the-art methods, which typically rely on single CNN
architectures, often face challenges due to the diversity and complexity of artistic styles, which limits their
performance and generalizability [8]-[10].

Early studies have explored using handcrafted features for artist identification with a limited num-
ber of painter classess. For example, the study by Shamir et al. [11] assessed the use of fisher scores.

Journal homepage: http://ijeecs.iaescore.com



1684 ❒ ISSN: 2502-4752

Condorovici et al. [12] integrated low-level features (i.e., 3D RGB Histograms and Gabor Energy Features)
with classical machine learning techniques. Similarly, Alyannezhadi [13] extracted 11 statistical features, in-
cluding edge detection and color histograms, and used hierarchical support vector machines (SVM) to enhance
artist identification. Sheng and Jiang [14] applied handcrafted features to classify Chinese ink paintings. How-
ever, handcrafted features often require domain expertise and may not capture the full range of variability
in artistic styles [15]-[17]. Handcrafted features are less robust to lighting, resolution, and noise variations,
which are common in real-world datasets. In addition, they are typically less flexible and scalable than features
learned by deep learning models; thus, they are less applicable to diverse and complex datasets.

Several studies have explored various approaches to improve the accuracy of signature identification.
For example, Tan et al. [18] utilized end-to-end deep convolutional models to classify artists based on their
painting styles and demonstrated improved classification accuracy compared to traditional methods that em-
ployed low-level descriptors. Saleh and Elgammal [19] combined handcrafted and CNN-based features to
emphasize the importance of learning the correct feature extraction metric. Another study by Hong and Kim
[20] developed a hybrid model for artist identification that combined hand-crafted local features with learned
features. Vinayavekhin et al. [21], employed Siamese neural networks and a self-supervised learning approach
to identify relationships paintings of Japanese and Western artists. Recently, some studies [4], [22], [23] further
advanced this task by fine-tuning CNNs specifically for artist attribution. Their work highlights the effective-
ness of transfer learning in adapting pretrained models to the artistic domain.

Despite these advancements, several challenges still need to be addressed regarding the use of con-
ventional deep-learning methods for artist identification. Art datasets often suffer from class imbalance, where
some artists represent significantly more work than others, leading to biased models. The wide range of styles
and techniques used by different artists further complicates the task, as single-model approaches may not fully
capture the intricate details needed for accurate identification. In addition, the limited availability of high-
quality annotated data poses challenges, which makes it difficult to train deep learning models effectively.
Overfitting remains a concern because models trained on small datasets may perform well on training data but
must be generalized to unseen artworks.

Motivated by the limitations of existing methods, we propose a stacking ensemble approach to en-
hance the performance of artist signature identification. Stacking ensembles combine the strengths of multiple
models, leveraging their diverse predictions to improve overall accuracy and robustness [24], [25]. By integrat-
ing several base learners with unique advantages, this approach can better capture subtle and complex features
of artist signatures, mitigating individual model weaknesses and enhancing their strengths. Specifically, our
method integrates the predictive power of multiple CNN-based models: EfficientNetB4 [26], ResNet-50 [27],
and Xception [28]. These models are independently fine-tuned on a dataset of over 8,000 paintings from 50 dif-
ferent painters and their predictions are combined through a meta-learning strategy. To address class imbalance
in the dataset, we employ data augmentation techniques such as random rotations, flips, and color adjustments,
along with weighted loss functions during training to assign greater importance to less represented classes,
thereby reducing bias toward more prevalent classes.

In summary, this study makes several key contributions. First, we developed an effective preprocessing
pipeline to standardize and augment input images. Second, we integrated diverse CNN architectures to capture
a wide range of artistic features. Third, we implemented a meta-learner to combine the predictions of the
base models, thereby enhancing overall performance. These contributions address the limitations of existing
methods and improve the automated identification of artist signatures.

The remainder of this paper is organized as follows. Section 2 details the methodology, including
the preprocessing pipeline, base learner architectures, and ensemble learning approach. Section 3 describes
the experimental setup, evaluation metrics, and experimental results. Finally, section 4 concludes the paper,
summarizing the key contributions and outcomes of this study.

2. METHOD
This section details the proposed methodology, which integrates the predictive power of multiple

CNN-based models to improve overall predictive performance. Given an input image, the proposed method
automatically identifies the corresponding painter artists. Figure 1 illustrates the framework, which comprises
three main steps: image preprocessing, base learning, and ensemble learning.
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Figure 1. The proposed framework

2.1. Image preprocessing
In this step, the input images are standardized and augmented to ensure consistency for training and

inference. Initially, the images are resized to specific dimensions to meet the unique architectural requirements
of each base model. For ResNet-50, images are resized to 224 × 224 pixels. Xception, which requires larger
input dimensions, utilizes images resized to 299 × 299 pixels. EfficientNetB4 benefits from even higher res-
olution inputs, with images resized to 380 × 380 pixels. In the following resizing step, color normalization
is performed to standardize the input images. Each pixel value is scaled to fall within the range of 0 to 1
by dividing by the maximum pixel value, 255. Furthermore, pixel values are normalized to have zero mean
and unit variance based on the dataset’s mean and standard deviation. This normalization step accelerates the
convergence of the training process by ensuring that the input data have a uniform distribution.

Several data augmentation techniques are applied to augment the dataset to prevent overfitting [29],
[30]. These techniques increase the diversity of the training dataset. The random transformations used in this
study include random rotations, horizontal and vertical flipping, and brightness and contrast adjustments. Ran-
dom rotations within the range of -15° to +15° introduce variations in image orientation, thereby improving
model invariance under slight rotations. Horizontal and vertical flipping simulate different perspectives, ensur-
ing that the model recognizes artist signatures regardless of orientation. Additionally, random brightness and
contrast adjustments are applied to simulate variations in the lighting conditions, thereby making the model
more robust to different lighting environments.

2.2. Base learning
As mentioned previously, the ensemble learning approach harnesses the strengths of three state-of-

the-art CNNs: EfficientNetB4 [26], ResNet-50 [27], and Xception [28]. Each base learner offers unique ad-
vantages, enabling the model to capture and analyze subtle and complex characteristics of an artist’s paintings.
Independently trained on a dataset of paintings, these base learners generate class predictions that collectively
enhance the ensemble’s overall performance.

The motivations for employing these three base learners are as follows. EfficientNetB4 is known
for its optimized balance between accuracy and computational efficiency. This model employs a compound
scaling method that uniformly scales the network depth, width, and resolution. This scaling approach enabled
the model to achieve higher accuracy with fewer computational resources than traditional scaling methods.
The ability to handle high-resolution inputs and its efficient use of parameters makes EfficientNetB4 a valuable
component in our ensemble. ResNet-50, the second base learner in our ensemble, is a deep residual network
renowned for its ability to address the vanishing gradient problem, which is common in deep neural networks.
By using residual connections, ResNet-50 facilitates the training of very deep networks, allowing it to learn
intricate patterns and features in images. Xception, which stands for “extreme inception”, is another robust
CNN architecture employed as a base learner. It builds upon the inception model using depth-wise separable
convolutions. This architectural choice significantly reduces the number of parameters while maintaining high
performance, enabling the model to learn spatial hierarchies in the input data efficiently. Xception’s design
allows it to capture detailed and complex features, making it well-suited for tasks involving fine-grained visual
distinctions, such as identifying artist paintings.

2.3. Ensemble learning
This step integrates the classification results from the base learners-EfficientNetB4, ResNet-50, and

Xception. In this integration, we first transform the classification results obtained from each base learner to
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one-hot encoding. In other words, each predicted class is represented by a vector whose length is equal to
the number of classes in the dataset (50 classes of artists A in this study). The predicted class is marked as
1 while all other classes are marked as 0. Once the one-hot encodings of the base learners are obtained, we
concatenate them into a single feature vector. Let the feature vectors obtained from EfficientNetB4, ResNet-50,
and Xception for image I be represented as xei , xr

i , and xci , respectively, where each vector has 50 dimensions.
Then, the concatenated feature vector for image I , xi, is given by (1):

xi = [xe
i , xr

i , xc
i ]. (1)

Therefore, the combined vector encapsulates the predictive information from the three base models, providing
a rich and detailed representation of the input data.

The feature vector is then input to a decision-making process that employs ensemble methods.
Suppose we have the dataset defined in (2):

D = {(xi, yi)}Ni=1, (2)

where xi represents the feature vector, yi is the target variable, and N is the number of paintings in the dataset.
The meta-learner builds M decision trees, defined in (3):

{Tm}Mm=1, (3)

using bootstrap samples from the original dataset. A bootstrap sample is created by randomly selecting N
instances from the original dataset D with replacement. Thus, some instances may be selected multiple times,
while others may not be selected at all. Formally, let D∗ denote a bootstrap sample, as written in (4).

D∗ = {(x∗
i , y

∗
i )}Ni=1, where (x∗

i , y
∗
i ) ∈ D. (4)

Bootstrap sampling creates diverse training sets for each decision tree in the ensemble [31], [32]. This
diversity helps reduce overfitting by ensuring that each tree is trained on a slightly different subset of the dataset,
which captures various aspects of the dataset’s underlying structure. Moreover, bootstrap sampling allows the
model to estimate the prediction variance and improves the robustness and reliability of the final model.

Each tree Tm in (2.3.) is constructed using a random subset of features at each split to enhance the
diversity of the trees. For a given input x, each tree Tm provides a class prediction hm(x). The final prediction
of the classifier is determined by aggregating the predictions of all the trees. Specifically, the output ŷ is given
by the mode of the predicted classes, as formulated in (5):

ŷ = mode{h1(x), h2(x), . . . , hM (x)}. (5)

this majority voting mechanism ensures that the meta-learner classifier reduces overfitting and improves
generalizability compared to individual decision trees.

3. EXPERIMENTS
This section presents the dataset, experimental setup, evaluation metrics, and results obtained using

the proposed ensemble learning approach. We evaluated the performance of the base learners and ensemble
method on a painting dataset. The results highlight the effectiveness of the proposed method.

3.1. Dataset
The dataset used in this study was collected from art challenge under the category of famous painters.

It comprises a total of 8,446 paintings by 50 different painters [33]. Each image was associated with a specific
artist, providing a labeled dataset suitable for supervised learning to train and evaluate the artist identification
models. As shown in Figure 2, which shows the image distribution across 50 painters, the dataset exhibits an
imbalance in the number of paintings painted by each artist. This imbalance challenges learning algorithms
because models trained on imbalanced data may be biased toward more represented classes.
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Figure 2. Number of paintings for each artist in the dataset (Better view in electronic version)

3.2. Baseline models
To evaluate the effectiveness of the proposed ensemble learning approach, we compared its perfor-

mance to that of several baseline models. These baselines include individual CNN architectures and other
ensemble methods. The individual CNN architectures considered are EfficientNetB4 [26], ResNet-50 [27], and
Xception [28]. The ensemble methods include majority voting, weighted voting [34], and XGBoost [35].

As mentioned previously, one of the main reasons behind the success of ensemble methods is increas-
ing the diversity among the base classifiers [36]. Specifically, in the majority voting approach, the majority
class determines the final prediction that the base learners predict. Each base learner equally contributes to
the final decision, and the class with the most votes is selected. The weighted voting method assigns different
weights to predictions of each base learner based on individual accuracy performance. The final prediction is
a weighted sum of the base learners’ predictions, with higher-performing models significantly influencing the
outcome. XGBoost is a more advanced ensemble method that uses gradient boosting to combine the predic-
tions of multiple weak learners. XGBoost is known for its high accuracy and efficiency, making it a strong
baseline for comparison.

3.3. Experimental setup
This subsection outlines the experimental setup. It includes the hardware and software configurations

as well as the training procedures for the base learners. Additionally, it specifies the hyperparameters used for
each model.

3.3.1. Hardware and software configurations
The experiments were conducted on Google Collaboratory Pro, equipped with T4 graphics processing

units (GPUs). The software environment included Python, TensorFlow, and Keras. These frameworks provide
robust tools for implementing and training CNN architectures.

3.3.2. Training procedures
Each base learner (EfficientNetB4, ResNet-50, and Xception) was independently trained on the paint-

ings dataset. The dataset was divided into training, validation, and test sets with an 80-10-10 ratio. The training
process involved fine-tuning the pretrained models on the ImageNet dataset to adapt them to the painter iden-
tification task. Each model was trained for 50 epochs using a batch size of 32, with early stopping based on
validation loss to prevent overfitting. The Adam optimizer was used with an initial learning rate of 0.0001,
which was reduced by a factor of 10 if validation loss did not improve over five consecutive epochs. For train-
ing the ensemble model, the meta-learner employed an ensemble of decision trees, with 100 trees constructed
using bootstrap samples from the original dataset. Each tree was trained using a random subset of features at
each split to enhance diversity.

3.4. Evaluation metrics
The models’ performance was assessed using several metrics to provide a comprehensive understand-

ing of their effectiveness in identifying painter signatures. The metrics included accuracy, precision, recall, and
F1-score. In addition, accuracy and loss were evaluated during the training period.

Accuracy measures the overall correctness of the model by calculating the proportion of correctly
classified instances out of the total number of instances. Precision, also known as positive predictive value,
measures the accuracy of the positive predictions made by the model. High precision indicates a low false
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positive rate. Recall, or sensitivity, measures the model’s ability to identify all relevant instances. High recall
indicates that the model correctly identified the most positive instances; thus, high recall is necessary when the
cost of false negatives is high. The F1-score is the harmonic mean of precision and recall, providing a metric
that balances both concerns.

We plotted the accuracy and loss graphs for both the training and validation sets over epochs to visu-
alize the training process and monitor overfitting and underfitting. The accuracy graph shows how the model’s
accuracy evolves during training, while the loss graph depicts the change in the loss function. These graphs
help visualize the model’s learning behavior and adjust the hyperparameters to improve performance.

3.5. Results and discussion
Table 1 summarizes the performances of different models in identifying artist signatures on paintings.

The results highlight the effectiveness of the proposed ensemble learning approach compared to individual
CNN architectures and other ensemble methods. This section discusses the implications and insights derived
from these findings.

Table 1. Performance report (in %)
Method Accuracy Precision Recall F1-score

EfficientNetB4 [26] 41.52 32.80 33.87 33.33
Resnet-50 [27] 54.67 40.71 39.41 40.05
Xception [28] 66.67 54.89 65.40 52.03

Majority voting 67.82 60.37 52.46 56.13
Weighted voting [33] 67.94 59.59 53.77 56.53

XGBoost [34] 87.20 93.24 89.46 91.31
Ours 88.12 93.47 90.06 91.73

Among the individual base learners, Xception achieved the highest accuracy of 66.67%, with a pre-
cision of 54.89%, recall of 65.40%, and an F1-score of 52.03%. ResNet-50 and EfficientNetB4, while still
performing reasonably well, lagged with accuracy values of 54.67% and 41.52%, respectively. These results
highlight the strengths and limitations of using single-model approaches for this task. Xception’s higher perfor-
mance can be attributed to its depthwise separable convolutions, which effectively capture detailed and complex
painting features. However, the best-performing single model (Xception) was below the desired performance
levels, which indicates the need for a more robust solution.

Figure 3 presents the training and validation accuracy and loss for each base learner, which pro-
vides insights into the learning behavior and performance of each model over training epochs. Overall,
EfficientNetB4 demonstrated signs of overfitting, with a large gap between the training and validation metrics
(Figures 3(a) and 3(d)), whereas ResNet-50 exhibited fluctuations in performance despite its efficient learning
(Figures 3(b) and 3(e)), which suggests its sensitivity to training dynamics. In contrast, Xception demonstrated
strong generalizability, maintaining closely aligned training and validation metrics (Figures 3(c) and 3(f)).
These findings underscore the strengths and weaknesses of each base learner and underscore the importance of
combining their predictions into an ensemble model. By leveraging the diverse learning behaviors and feature
extraction capabilities of EfficientNetB4, ResNet-50, and Xception, the proposed ensemble approach aims to
mitigate individual model weaknesses and enhance overall performance in identifying artist signatures.

Moreover, from Table 1, it is evident that majority voting and weighted voting outperformed individual
base learners with accuracy values of 67.82% and 67.94%, respectively. These methods combine the strengths
of multiple models, leading to more balanced and accurate predictions. However, their performance metrics
indicate that although they enhance robustness, they still need to reach the highest accuracy and reliability
required for precise artist identification.

XGBoost, a powerful gradient boosting algorithm, significantly outperformed individual models and
basic ensemble methods, achieving accuracy of 87.20%, precision of 93.24%, recall of 89.46%, and F1-score of
91.31%. Compared to Xception, XGBoost demonstrated an increase in accuracy of over 20 percentage points,
rising from 66.67% to 87.20%. The precision notably improved from 54.89% to 93.24%, while the recall
increased from 65.40% to 89.46%, and the F1-score rose from 52.03% to 91.31%. These results demonstrate
the potential of advanced ensemble techniques to improve classification performance. XGBoost’s ability to
handle imbalanced data and capture complex patterns via boosting contributed to its superior performance.
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(a) (b) (c)

(d) (e) (f)

Figure 3. Training and validation accuracy; (a) EfficientNet accuracy, (b) ResNet-50 accuracy, and
(c) Xception accuracy and loss; (d) EfficientNet loss, (e) ResNet-50 loss, and (f) Xception loss for each base

learner

The proposed ensemble model, which integrates ResNet-50, Xception, and EfficientNetB4 via a stack-
ing approach, achieved superior performance across all metrics. With an accuracy of 88.12%, precision of
93.47%, recall of 90.06%, and F1-score of 91.73%, our model not only outperformed individual base learn-
ers and simple ensemble methods but also improved upon the results of XGBoost, can be seen in Figure 4.
As shown in Figures 4(a) and 4(b), both majority voting and weighted voting have limitations, particularly in
identifying paintings belonging to minor artist classes, such as those by Caravaggio, Monet, and Diego Rivera.
In contrast, XGBoost excelled in this task (Figure 4(c)), and the proposed method significantly enhanced the
recognition of these minority classes (Figure 4(d)). Although the improvement over XGBoost was modest, it
highlights the added value of our sophisticated ensemble method. These improvements underscore the sub-
stantial gains in performance achieved through the proposed ensemble approach, which effectively leverages
the unique strengths of each base learner to capture diverse features and patterns that individual models may
overlook.

Figure 5 shows examples of paintings used in this study, along with their ground truth and predicted
artist identifications by various models. In Figure 5(a), a painting by Andrei Rublev, most models incorrectly
predicted the artist as Vincent van Gogh, Andy Warhol, or Giotto di Bondone, whereas the proposed model
correctly identified Andrei Rublev. Figures 5(b) and 5(c) feature paintings by Albrecht Dürer. In Figure
5(b), predictions varied, with models suggesting artists like Rembrandt, Salvador Dalı́, and Albrecht Dürer;
however, the proposed model correctly identified Albrecht Dürer. Figure 5(c) showed higher accuracy, where
most models correctly predicted Albrecht Dürer. This demonstrates the proposed model’s effectiveness in
accurately identifying artists, highlighting its robustness in handling diverse artistic styles.

Despite the superior performance of the proposed ensemble model, several challenges remain. Class
imbalance in the dataset can lead to biased models favoring more represented classes. Techniques such as data
augmentation and weighted loss functions were employed to mitigate this issue, further refinement is required.
Additionally, the complexity of artistic styles requires models that learn a broad spectrum of features, which
can be computationally intensive.

Future work will address these challenges by exploring more advanced data augmentation techniques
and incorporating additional base learners to capture more diverse features. We also plan to investigate other
advanced ensemble methods and meta-learning strategies to enhance the model’s generalizability and per-
formance. By continuing to refine and expand our approach, we aim to develop more accurate and reliable
automated artist signature identification models.
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(a)

(b)

(c)

(d)

Figure 4. Performance results of the proposed approach compared to other ensemble methods;
(a) ensemble by majority voting, (b) ensemble by weighted voting, (c) ensemble by XGBoost, and

(d) pur proposed (Better view in electronic version)
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(a) (b) (c)

Figure 5. Examples of paintings in the study and their predicted artists; (a) a painting by Andrei Rublev,
(b) a painting by Albrecht Dürer, and (c) a painting by Albrecht Dürer

4. CONCLUSION
This paper presented a novel ensemble learning approach for identifying artist signatures on paintings,

leveraging the strengths of three state-of-the-art CNNs: EfficientNetB4, ResNet-50, and Xception. The pro-
posed methodology integrated these diverse models through a sophisticated meta-learning strategy that com-
bined predictions to enhance overall performance. Through comprehensive image preprocessing, including
resizing, normalization, and data augmentation, we ensured that the input data was consistent for training and
inference. The use of a meta-learner with multiple decision trees further refined the predictions, reducing
overfitting and improving generalizability across the test data. Experimental results on a dataset of over 8,000
paintings from 50 artists demonstrated that the proposed model outperformed individual CNN architectures
and other ensemble methods, such as majority voting, weighted voting, and XGBoost.
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