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 This study addresses the limitations of traditional plagiarism detection 

methods by introducing the text-representing centroid (TRC) technique. 

TRC is designed to improve the accuracy of detecting semantic similarities 
and sophisticated forms of plagiarism. It utilizes a co-occurrence graph to 

identify centroid terms that represent the core meaning of text documents, 

effectively capturing the contextual associations between terms. Extensive 

experiments were conducted on a dataset of academic papers to assess 
TRC’s performance against traditional techniques across various categories 

of plagiarism, including near-copy, modified-copy, and paraphrasing.  

The results demonstrate the effectiveness of the TRC technique, achieving 

an average precision of 0.96 and a recall of 0.71. This performance surpasses 
methods such as Jaccard and Cosine similarity in accurately detecting more, 

complex forms of plagiarism. These findings highlight TRC’s potential as a 

robust tool for both academic and industry applications, helping to ensure 

integrity in textual content through precise and comprehensive plagiarism 
detection. 
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1. INTRODUCTION 

In today’s digital age, technology and the internet have significantly transformed how information is 

created, shared, and consumed [1]. The rise of online publications has made plagiarism a prevalent issue in 

academics and other fields. Plagiarism involves using someone else’s ideas, results, or words without giving 

them credit. This includes copying text without proper citation and claiming it as one’s work [2]-[4]. This 

unethical practice is widespread in academia, where the integrity of scholarly work is highly valued. 

Plagiarism can take several forms, it can occur as verbatim copying, where content is directly reproduced 

without giving credit to the original source. Another form is paraphrasing without citation, where ideas are 

rephrased without acknowledgment. Additionally, there is mosaic plagiarism, which involves blending 

elements from multiple sources, and self-plagiarism, where an individual reuses their own previous work. 

Finally, citation errors occur when references are incomplete or misleading [1]. Furthermore, plagiarism also 

be classified as literal plagiarism and intelligent plagiarism [5]-[7]. Literal plagiarism involves directly 

copying text with minimal changes, whereas intelligent plagiarism includes techniques like paraphrasing, 

summarizing, translating, or adapting ideas to retain the original meaning while altering the form [5], [7], [8]. 

The issue of plagiarism has worsened due to the increasing number of online publications in recent decades [9]. 

There is now a vast amount of unstructured text available on the web and in large-scale repositories, much of 

https://creativecommons.org/licenses/by-sa/4.0/
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which is repetitive. This repetition makes it easier for people to engage in plagiarism and more challenging 

for original work to be recognized. Therefore, plagiarism detection has become crucial in various fields, 

including publishing, journalism, patent verification, and academia, to ensure the uniqueness of texts, 

materials, and resources [10]. Plagiarism has become a significant issue, raising concerns about academic 

integrity and the quality of educational content and research [11]. It is essential to have effective plagiarism 

detection to uphold standards of intellectual honesty and ensure proper credit is given. 

Traditional approaches to plagiarism detection, such as the vector space model (VSM) and bag-of-

words (BOW), represent documents as numerical vectors where each component reflects the weight of 

individual words, assuming each word is treated independently [12]. These methods typically calculate 

similarity using Euclidean or cosine distance within this vector space [7]. However, they have significant 

limitations. Firstly, they cannot effectively handle synonym substitution, as they lack semantic 

understanding. For instance, replacing “happy” with “joyful” in a plagiarized text would go undetected. 

Secondly, VSM and BOW methods struggle to capture the meaning and structure of the text, ignoring word 

order and relationships, leading to difficulties in comparing paraphrased documents [13]. Studies by  

Chang et al. [12] and Huynh et al. [14] demonstrated the inadequacy of VSM and BOW in handling word 

semantics, often resulting in missed detections when synonyms or semantically similar words are used. These 

methods fail to capture semantic relationships and structural information within the text. Given these 

limitations, Kubek and Unger [15] introduced text-representing centroids (TRC), a technique for classifying 

and grouping texts based on semantic content. TRC identifies core terms, or “centroids,” representing the 

main themes of a document. Inspired by the concept of a center of mass, these centroids serve as focal points 

for understanding and comparing text content. Unlike traditional BOW models, which rely solely on word 

frequency, TRC leverages co-occurrence graphs to capture semantic relationships. This enables TRC to 

effectively handle short texts and provide a deeper understanding of document content. Moreover, TRC is 

language-independent, offering an advantage over BOW methods that often require language-specific 

preprocessing. Despite advancements in natural language processing (NLP), traditional plagiarism detection 

methods face challenges in accurately identifying sophisticated plagiarism techniques. The inability to 

effectively handle semantic variations, paraphrasing, and structural modifications hinders the prevention of 

academic dishonesty. 

To address these challenges, this paper explores the application of TRC in plagiarism detection.  

The study aims to assess the effectiveness of TRC in detecting plagiarism, particularly its ability to 

differentiate between near-verbatim copying and more sophisticated forms of plagiarism, such as modified 

copying and paraphrasing. Applying the TRC technique, this research enhances traditional similarity 

measures by capturing document semantic relationships and identifying sentence centrality conditions.  

The hypothesis is that the TRC technique will demonstrate significantly higher accuracy and precision in 

identifying nuanced cases of plagiarism, particularly in scenarios involving paraphrasing and modified 

copying, compared to traditional methods such as Jaccard and Cosine similarity. 

The main contributions of this work are as follows: 

- We present the TRC technique, which enhances plagiarism detection by more accurately capturing 

semantic relationships within texts. 

- We demonstrate that TRC effectively identifies various forms of plagiarism, such as near-copies, 

modified copies, and paraphrases, thereby increasing the accuracy of plagiarism detection. 

- We provide empirical evidence through comprehensive evaluation using standard performance metrics, 

supporting the effectiveness of the TRC method. 

The structure of the paper is as follows: section 2 describes the proposed methodology, followed by the 

experiments and results in section 3. Section 4 concludes the paper and offers suggestions for future work. 

 

 

2. METHOD 

The TRC technique [15] is a method for determining the centroid terms of text documents, which 

effectively represent those documents. Centroid terms can help measure the semantic distance and similarity 

between different documents, even when they use different vocabulary to describe similar topics. These 

centroid terms are obtained from a co-occurrence graph created from a collection of text documents.  

Co-occurrence graphs capture the relationships between terms in a text corpus by identifying terms that 

frequently appear together, providing insights into semantic relationships. 

For plagiarism detection, this technique follows a structured, six-step process as illustrated in  

Figure 1, which includes: 

- Document corpus: collecting the set of documents to analyze. 

- Document preprocessing: preparing the text by removing noise and standardizing format. 

- Co-occurrence graph construction: building a graph based on term co-occurrence relationships. 

- Centroid term identification: identifying key terms that represent the document. 



                ISSN: 2502-4752 

Indonesian J Elec Eng & Comp Sci, Vol. 38, No. 3, June 2025: 1722-1734 

1724 

- Centroid-based distance calculation: computing distances between centroids to quantify semantic 

similarity. 

- Converting distance to similarity score: translating the distance into a similarity score, which informs the 

plagiarism detection decision. 

 

 

 
 

Figure 1. The process overview of the proposed method 

 

 

2.1.  Document preprocessing 

Text pre-processing is a foundational step in NLP tasks, significantly impacting performance, 

particularly in areas such as plagiarism detection [16]. The process begins with tokenizing the text, dividing 

the document into sentences, and then further into words or tokens. This transformation of raw text into 

smaller, manageable pieces is essential for downstream analysis. Before removing stopwords, several 

normalization steps are applied to ensure consistency and improve the analyzability of the text. First, all text 

is converted to lowercase to avoid case sensitivity issues, treating “The” and “the” as the same word. The 

next step is lemmatization, which removes suffixes and reduces words to their root forms. For example, 

“running” is transformed into “run.” Moreover, lemmatization can be applied more accurately by considering 

the grammatical context; for instance, “better” can be changed to “good.” Once standardized, common 

stopwords (e.g., “and,” “the,” “is”) that provide little meaningful context are removed to enhance data 

quality. Finally, part-of-speech (POS) tagging is performed to assign grammatical categories (e.g., nouns, 

verbs) to words. This step is critical for filtering out less relevant terms and retaining the most informative 

ones [17]. In this study, we retained nouns and proper nouns, which are essential for constructing meaningful 

co-occurrence relationships. The NLTK library is used for all pre-processing tasks, as it offers a 

comprehensive set of functions and modules suitable for our analysis [18]. 

 

2.2.  Co-occurrence graph construction 

Constructing the co-occurrence graph forms the basis of the TRC technique in plagiarism detection, 

as it captures semantic relationships between words [15], [19], [20]. Unlike traditional BOW models, which 

rely on simple character matching or topic similarity assessments and often ignore words’ syntactic and 

semantic contexts [7], co-occurrence graphs capture the nuanced connections between words based on their 

proximity within a specified window size. This approach enables a more sophisticated understanding of the 

underlying structure of the text [21]. 

Following the preprocessing step, processed sentences are used to create the co-occurrence graph. 

We first initialize an empty co-occurrence matrix to store co-occurrence statistics based on the frequency of 

term pairs in each sentence. For each sentence, we increment the co-occurrence count for each word pair to 

capture their semantic and syntactic relationships [22]. The co-occurrence graph is then constructed by 

mapping words as nodes and adding edges weighted by the frequency of term pairs, resulting is an undirected 

weighted graph that captured these relationships.  

In this co-occurrence graph 𝐺 = (𝑉, 𝐸), 𝑉 represent the unique terms 𝑇 = {𝑡1, 𝑡2, . . . , 𝑡𝑛} in the 

documents, and 𝐸 is the set of edges 𝐸 = {𝑒12, 𝑒13, … , 𝑒𝑖𝑗} connecting terms 𝑡𝑖  and 𝑡𝑗 that co-occur within a 

sentence. Each edge 𝑒𝑖𝑗 has a weight function 𝑔(𝑡i, 𝑡j), representing the co-occurrence frequency between 

terms [23]: 

 

𝑔(𝑡i, 𝑡j) =
2×𝑐𝑜𝑢𝑛𝑡(𝑡𝑖,𝑡𝑗)

𝑐𝑜𝑢𝑛𝑡(𝑡𝑖)+𝑐𝑜𝑢𝑛𝑡(𝑡𝑗)
 (1) 

 

Where 𝑐𝑜𝑢𝑛𝑡( 𝑡𝑖) and c𝑜𝑢𝑛𝑡( 𝑡j) represent the frequency of term 𝑡𝑖  and  𝑡j appearing individually, 

and c𝑜𝑢𝑛𝑡( 𝑡i,𝑡j) is the frequency of their co-occurrence. This weighting ensures that 𝑔(𝑡i, 𝑡j) ranges between 
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0 and 1, with values above 1 adjusted to 1. The weight function 𝑔(𝑡i, 𝑡j) is used to calculate the distance 

𝑑(𝑡i, 𝑡j) between terms (𝑡i, 𝑡j) in the graph, providing a measure of their semantic closeness. The distance 

metric used to calculate this distance is provided in (2). 

 

d(t𝑖,tj)=
1

g(ti,t𝑗)+ smoothing factor
 (2) 

 

Where 𝑑(𝑡i, 𝑡j) is the distance between two terms, and the smoothing factor default value of 0.01 prevents 

division by zero [24]. Following this process, we obtain an undirected co-occurrence graph representing term 

relationships, forming the foundation for centroid term identification. 

 

2.3.  Centroid term identification 

After constructing the co-occurrence graph, centroids are identified for each sentence. A centroid 

represents the word that best represents and encapsulates the meaning of the sentence, selected for its average 

proximity to all the other words in that sentence [25]. This approach ensures that the centroid captures the 

main idea of the sentence, which is essential for meaning-based plagiarism detection. By focusing on 

centroid terms rather than more word matches, the system can detect sentences sharing essential similarities, 

which might suggest plagiarism based on deeper textual meaning. 

A centroid term 𝑡 is considered the most semantically representative term in a sentence 𝑆.  

It is chosen by minimizing the average distance 𝑑(𝑆, 𝑡) between the term 𝑡 and all other words 𝑤𝑖 in the 

sentence 𝑆, defined mathematically as [15]. 

 

𝑑(𝑆, 𝑡) =
1

𝑁
∑ 𝑑(𝑤𝑖, 𝑡)𝑁

𝑖=1  (3) 

 

Where 𝑑(𝑆, 𝑡) is the average distance between the term 𝑡 and the sentence 𝑆. 𝑁 is the number of words in the 

sentence 𝑆 that were reachable from the term 𝑡 in the co-occurrence graph. 𝑑(𝑤𝑖, 𝑡) is the shortest path 

distance between the term 𝑡 and the word 𝑤𝑖 in the co-occurrence graph. This process aims to find a centroid 

term 𝑡 that has the smallest average distance to all other words, indicating that 𝑡 is central to the meaning of 

the sentence. 

This process identifies the centroid terms 𝑡 that are closest to all other words, making 𝑡 central to the 

meaning of the sentence. The centroid term identification process involves several steps, outlined as follows: 

Step 1: generate word pairs 

All possible pairs of unique centroid candidate words within the sentence are generated according to the 

procedure outlined in Algorithm 1. These word pairs are critical for calculating the distances between terms, 

which contributes to identifying the most central word in the sentence. 

 

Algorithm 1. Create unique pair words 
Input: A list of unique centroid words (unique_centroid_word) 

Output: A list pairword, which will contain all possible pairs of unique words without 

duplicates 

 

1: Initialize an empty list pairword 

2: for index i from 0 to length(unique_centroid_word) - 2 do 

3:     for index j from i+1 to length(unique_centroid_word) – 1 do 

4:             Append the pair (unique_centroid_word[i], unique_centroid_word[j]) to 

pairword 

5:     end for 

6: end for 

7: return pairword 

 

Step 2: calculate distances 

Using Algorithm 2, distances between the word pairs are computed based on the co-occurrence data. The 

sum of distances to other words for each candidate centroid word is calculated to evaluate its centrality in the 

sentence. 

 

Algorithm 2. Finding the centroid terms 
Input: pairword: List of word pairs (from Algorithm 1), cooccurr: Co-occurrence data 

(containing distances between word pairs), z: Set of unique centroid candidate words. 

Output: result_centroid: The centroid term that has the minimum average distance to all 

other words. 

1: Initialize an empty list result.2: Set amt to the length of the set z.3: For each pair 

of words i in pairword:4:     Initialize sum_dist to 0.5:     If i consists of identical 

words, set dist to 0.6:     Else: 
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7:         For each pair in cooccurr:8:             If the pair matches i, set dist to the 

corresponding co-occurrence value.9:             Break.10:         End For.11:     Add dist 

to sum_dist.12:     Append the pair (i,sum_dist) to result.13: Initialize an empty list 

centroid_list.14: For each word k in z:15:     Set sum_dist to 0. 

16:     For each (word,distance) in result:17:         If word=k, add distance to 

sum_dist.18:     Calculate the average distance avg_dist = sum_dist / amt.19:     Append 

(k,avg_dist) to centroid_list.20: Set min_dist to a large value.21: Set result_centroid to 

None.22: For each (word,avg_dist) in centroid_list:23:     If avg_dist < 

min_dist:24:         Set min_dist to avg_dist. 

25:         Set result_centroid to word.26: Return result_centroid. 

 

Step 3: select the centroid 

The word with the smallest average distance to all other words in the sentence is chosen as the centroid. This 

centroid term reflects the core meaning of the sentence, making it useful for identifying semantic similarities 

between sentences in plagiarism detection. 

 

2.4.  Plagiarism detection decision 

The plagiarism detection process involves two main steps: calculating the centroid-based distance 

between sentences and converting this distance into a similarity score to determine whether plagiarism has 

occurred. This approach lets the system detect complex plagiarism cases, such as paraphrasing or sentence 

modification, by capturing semantic relationships between words. Unlike traditional methods such as Jaccard 

and Cosine similarity, which primarily focus on word-level overlaps, the TRC technique uses centroid-based 

distances to detect plagiarism even when sentences have undergone significant rewording or restructuring. 

To detect potential plagiarism, the centroid of an original sentence is compared to that of a 

potentially plagiarized sentence. The distance between the two centroids is calculated using Dijkstra’s 

algorithm, which finds the shortest path between the centroids in the co-occurrence graph. This distance 

represents the degree of semantic similarity between the sentences. The calculated distance is then converted 

into a similarity score to assess the likelihood of plagiarism, as discussed in the following section. 

 

2.4.1. Centroid-based distance calculation 

The first step in plagiarism detection is to calculate the distance between the centroids of the original 

sentence (𝑆1) and the potentially plagiarized sentences (𝑆2). Centroids represent the most semantically 

significant terms in a sentence, capturing the core meaning of the text. The centroid-based distance between 

two sentences quantifies how similar their content is based on the central terms that encapsulate their 

meanings. 

To calculate the centroid-based distance between sentences 𝑆1 and 𝑆2, the centroid term 𝑡1is selected 

from sentence 𝑆1 as the term with the minimum average distance to all other words in the sentence. This 

distance is denoted as 𝑑(𝑆1, 𝑡1). Similarly, 𝑡2 is the centroid term of sentence 𝑆2 and the centroid-based 

distance between the two sentences is defined as the distance between these two centroids, calculated using 

the shortest path in the co-occurrence graph. The centroid-based distance is mathematically expressed as: 

 

(𝑆1, 𝑆2) = 𝑑(𝑡1, 𝑡2) (4) 

 

Where 𝑡1 and 𝑡2 are the centroids of sentences 𝑆1 and 𝑆2, respectively, 𝑑(𝑡1, 𝑡2) is the distance between these 

centroids, calculated using the shortest path metric in the co-occurrence graph. In this study, we used 

Dijkstra’s algorithm [26] to calculate the shortest path between the centroids on a graph representing the 

semantic relationships between terms. This shortest path distance serves as a measure of semantic similarity 

between the sentences. By comparing the distances between their centroids, we can effectively assess how 

closely related the sentences are in content, even if they employ different word choices or phrasing. 

 

2.4.2. Converting distance to similarity score 

After calculating the centroid distance, the system converts this distance into a similarity score.  

The similarity score 
𝑠𝑖𝑚

(𝑆1, 𝑆2) is calculated using the following formula: 

 


𝑠𝑖𝑚

(𝑆1, 𝑆2) =
1

1+(𝑆1,𝑆2)
 (5) 

 

This formula ensures that shorter centroid distances result in higher similarity scores. The similarity 

score ranges between 0 and 1 [27], with a score closer to 1 indicating higher similarity between the sentences. 

Once calculated, the similarity score is then compared against a predefined threshold (typically set at around 

0.8) to determine whether plagiarism has occurred is present. If the similarity score 
𝑠𝑖𝑚

(𝑆1, 𝑆2) exceeds the 
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threshold, the sentence is flagged as plagiarized; otherwise, it is considered original. This approach 

effectively assesses text similarity while distinguishing between original and potentially plagiarized content 

based on a clear, quantifiable metric. 
 

2.4.3. Example: TRC techniques in action 

To demonstrate the TRC technique in action, consider the following example. We have two 

sentences: one from the original text (𝑆1) and one potentially plagiarized sentence (𝑆2). 

 𝑆1 (Original sentence): “The algorithm used information retrieval and keyword sequence matching 

techniques to detect plagiarized sentences.” 

 𝑆2 (Potentially plagiarized sentence): “The algorithm detects plagiarized sentences using information 

retrieval and keyword sequence matching techniques.” 

The first step in plagiarism detection using TRC involves constructing a co-occurrence graph from a 

set of text documents. This graph represents the relationships between words and phrases within the 

documents. We can identify similarities and potential plagiarism by analyzing the co-occurrence patterns in 

the graph. 

As shown in Figure 2, both sentences undergo preprocessing, which involves text cleaning and 

tokenization. During this process, stop words like “the,” “and,” and “to” are removed, and only the important 

terms are extracted, leaving the significant words from each sentence. After preprocessing, the terms from the 

original sentence 𝑆1 and 𝑆2 are: 

 𝑆1: algorithm, information, retrieval, keyword, sequence, match, technique, sentence. 

 𝑆2: algorithm, sentence, information, retrieval, keyword, sequence, match, technique. 

After preprocessing, the next step is to find the centroid (the most representative word) for each 

sentence. The centroid is calculated by measuring the average distance between each word in the sentence 

and all other words in the co-occurrence graph. In this case, the centroid term for both sentences (𝑆1 and 𝑆2) 

is “match”. This word acts as a central reference point that best captures the essence of the sentence. 

Once the centroids are identified, the centroid-based distance between the two sentences is 

calculated. Since both sentences share the same centroid (“match”), the distance is 0. This distance is 

converted into a similarity score, where a distance of 0 corresponds to a similarity score of 1, indicating 

identical centroid-based representations. This study compares the similarity score to a predefined threshold of 

0.8. If the score exceeds 0.8, the system flags the sentences as plagiarized. In this case, with a similarity score 

of 1, which surpasses the threshold, the sentences are flagged as plagiarized. 
 

 

 
 

Figure 2. Example of plagiarism detection using TRC 
 
 

3. EXPERIMENT RESULTS 

This section outlines the experimental process and presents the results obtained while evaluating the 

TRC technique for plagiarism detection. The experiments are designed to assess the performance of TRC in 

comparison with traditional text similarity methods, such as Jaccard and Cosine similarity, across different 

plagiarism scenarios, including near-copy, modified copies, and paraphrased. 
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3.1.  Dataset preparation 

The dataset for evaluating the effectiveness of the TRC technique in plagiarism detection consisted 

of two primary components: a dataset for constructing the co-occurrence graph and a dataset for testing 

plagiarism detection. The first dataset included a corpus of 100 academic documents selected from publicly 

accessible academic archives and repositories. These documents were chosen to represent diverse topics and 

writing styles. Ensuring the generalizability of the co-occurrence graph. The co-occurrence graphs generated 

from this corpus provided a reference for identifying centroid terms in text documents, which is essential for 

applying the TRC technique. 

The second dataset was specifically prepared to assess the plagiarism detection capabilities of the 

TRC technique. It comprised original and plagiarized sentences, with the original sentences sourced from the 

same academic archives as the first dataset. This dataset contained 300 cases of plagiarism, categorized into 

three types: near copy, modified copy, and paraphrase. To create consistent examples for each category, 

ChatGPT was used to simulate the cases, following predefined definitions of each plagiarism type to ensure 

uniformity. Sample messages were crafted for each case, producting controlled and consistent instances of 

plagiarism across all trials. Table 1 presents a detailed breakdown of the instances of plagiarism categorized 

by type. The even distribution among the three categories allowed for a comprehensive evaluation of the 

effectiveness of the TRC technique in identifying various forms of plagiarism. 

 

 

Table 1. Number of plagiarized cases by type 
Type of plagiarism Number of plagiarized cases 

Near-copy 100 

Modified copy 100 

Paraphrase 100 

 

 

3.2.  Experimental setup 

3.2.1. Baseline comparison 

In this study, we compare the effectiveness of the TRC technique with two well-established baseline 

methods for measuring text similarity: Jaccard Similarity and Cosine similarity. These methods are widely 

used in plagiarism detection and text analysis due to their simplicity and effectiveness in detecting various 

forms of content overlap. Cosine similarity: measures the similarity between two text vectors based on their 

cosine angle. 

- Jaccard similarity 

The Jaccard similarity measures the degree of overlap between two sets by dividing the size of their 

intersection by the size of their union. When applied to text analysis, each word or token in a text segment is 

considered an element of the set [28]. The Jaccard coefficient, used to calculate this similarity, is defined as 

follows: 

 

𝐽(𝐴, 𝐵) =
𝐴∩𝐵

𝐴∪𝐵
=

𝐴∩𝐵

|𝐴|+|𝐵|−|𝐴∩𝐵|
 (6) 

 

Where A and B are the sets of tokens from two text segments, this method is particularly effective in 

detecting near-copy plagiarism, where there is a substantial overlap in the words used between the original 

and the suspected copy. However, it can be sensitive to minor modifications, as small word-choice changes 

can significantly reduce the similarity score. 

- Cosine similarity 

Cosine similarity is a metric that quantifies the similarity between two vectors by measuring the 

cosine of the angle between them in a multi-dimensional space. In text analysis, each document is 

represented as a vector within a term space, where each dimension corresponds to a unique word or token. 

This approach enables the comparison of documents based on the direction of their vectors rather than their 

magnitude, making cosine similarity particularly effective in identifying semantic similarity between texts 

[28]. The cosine similarity score is calculated as: 

 

𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦(𝐴, 𝐵) =
𝐴𝐵

‖𝐴‖×‖𝐵‖
=

∑ 𝐴𝑖×𝐵𝑖
𝑚
𝑖=1

√∑ 𝐴𝑖
2 ∑ 𝐵𝑖

2𝑛
𝑖=1

𝑛
𝑖=1

 (7) 

 

Where A and B are the vector representations of the two text segments, cosine similarity is widely used for 

comparing the overall semantic content of two texts, making it effective for identifying modified copies 

where some words may have been replaced, but the overall meaning remains similar. 
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For the similarity between Jaccard and Cosine, we preprocess the text data by tokenizing the 

documents and converting them to lowercase. Stopwords are removed to ensure similarity measurements 

focus on meaningful content rather than common function words. For Jaccard similarity, text segments are 

treated as sets of tokens. In contrast, for Cosine similarity, term frequency-inverse document frequency (TF-

IDF) weighting represents each document as a vector. The comparison is performed using the scikit-learn 

library in Python. 

 

3.2.2. Evaluation metrics 

To assess the effectiveness of the plagiarism detection approach, four standard metrics are 

employed: accuracy, precision, recall, and F-measure [29]. These metrics are calculated based on the entries 

in the confusion matrix, shown in Table 2, which summarizes the model’s classification performance. 

 

 

Table 2. Confusion matrix 
 Predicted plagiarized Predicted non-plagiarized 

Actual plagiarized True positive (TP) False negative (FN) 

Actual non-plagiarized False positive (FP) True negative (TN) 

 

 

TP: cases where the model correctly identifies plagiarized content, flagging it as plagiarism. 

TN: instances where non-plagiarized content is correctly classified as original [30]. 

FP: occurrences where non-plagiarized content is mistakenly flagged as plagiarized, potentially including 

correctly cited content [30].  

FN: instances where actual plagiarism is undetected, leading to its incorrect classification as original content. 

These categories form the basis for calculating performance metrics as follows: 

- Accuracy: proportion of all correctly classified instances (both TP and TN) out of the total instances. 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 (𝐴) =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑃+𝐹𝑁+𝑇𝑁
 (8) 

 

- Precision: proportion of correctly identified plagiarized cases among all instances flagged as plagiarized. 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 (𝑃) =
𝑇𝑃

𝑇𝑃+𝐹𝑃
 (9) 

 

- Recall: ability of the model to correctly identify all actual instances of plagiarism. 

 

𝑅𝑒𝑐𝑎𝑙𝑙 (𝑅) =
𝑇𝑃

𝑇𝑃+𝐹𝑁
 (10) 

 

- 𝐹-measure: a balanced measure that combines precision and recall, providing an overall effectiveness 

score. 

 

𝐹 − 𝑚𝑒𝑎𝑠𝑢𝑟𝑒 (𝐹) =
2×𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛×𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
 (11) 

 

As proposed in previous research [29], [30], these metrics allow a comprehensive evaluation of the model’s 

ability to detect plagiarism accurately and effectively. 

 

3.3.  Results and discussion 

In this section, we present and discuss the results of the experiments conducted to evaluate the 

performance of the TRC technique in comparison to other established methods like Jaccard and Cosine 

similarity. The evaluation metrics include accuracy, precision, recall, and F-measure. The dataset used for 

this analysis consists of 100 academic papers split into 5,406 sentences, forming an undirected co-occurrence 

graph with 3,172 nodes and 97,216 edges. The performance of the TRC technique was evaluated in three key 

plagiarism detection cases: near copy, modified copy, and paraphrase. Tables 3 to 5 provide the detailed 

results for each case, and the combined results are presented in Table 6. 

As shown in Table 3, Cosine similarity achieved the highest accuracy for near-copy plagiarism at 

85%. The TRC technique strikes a better balance between precision (0.89) and recall (0.64) compared to 

Jaccard, which had poor recall (0.38). The results show that cosine similarity performs better overall, but 

TRC is more adaptable in detecting minor near-copy plagiarism, which often requires a balance between 
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precision and recall. This implies that TRC may be more useful in real-world situations where near-copy 

plagiarism is less frequent, but instances of textual similarity can still be identified. 

 

 

Table 3. Result of performance measurement for near copy plagiarism case 
 Jaccard Cosine Proposed method 

Accuracy 69% 85% 78% 

Precision 1.00 0.86 0.89 

Recall 0.38 0.84 0.64 

F-measure 0.55 0.85 0.74 

 

 

In Table 4, it was found that the TRC technique once again performed better than the Jaccard and 

Cosine similarity methods in cases involving modified copies, achieving an accuracy of 86%. The TRC 

technique also demonstrated a higher F-measure (0.85), highlighting its strength in handling modified text 

effectively. These results indicate that the TRC technique is well-suited for detecting exact copying and 

content that has been restructured or reworded, making it adaptable and robust in such scenarios. 

 

 

Table 4. Result of performance measurement for modified copy cases 
 Jaccard Cosine Proposed method 

Accuracy 71% 84% 86% 

Precision 1.00 0.85 0.91 

Recall 0.42 0.82 0.80 

F-measure 0.59 0.84 0.85 

 

 

In Table 5, the TRC method showed 80% accuracy for paraphrase detection, slightly lower than the 

83% achieved by Cosine. However, TRC exhibited better recall (0.68) than both Cosine and Jaccard, making 

it more effective in identifying paraphrased content. Since paraphrasing often involves not only replacing 

synonyms but also restructuring syntax, the ability of the TRC method to balance precision (0.89) and recall 

makes it particularly effective in this context. Its relatively higher F-measure (0.77) compared to other 

methods also highlights its usefulness in detecting more sophisticated forms of plagiarism. 

 

 

Table 5. Result of performance measurement for paraphrase cases 
 Jaccard Cosine Proposed method 

Accuracy 62% 83% 80% 

Precision 1.00 0.85 0.89 

Recall 0.24 0.80 0.68 

F-measure 0.39 0.82 0.77 

 

 

The overall findings from all cases, presented in Table 6, show that the TRC technique consistently 

performs well in all tested plagiarism scenarios. While Cosine similarity generally delivers high accuracy,  

the TRC technique stands out for its ability to maintain a strong balance between precision and recall in 

various cases, making it a viable option for detecting plagiarism, especially when dealing with modified or 

paraphrased content. These results emphasize the adaptability of the TRC technique, which can detect a 

broader range of plagiarism while minimizing the loss of precision and recall. 

 

 

Table 6. Result of performance measurement for all cases 
 Jaccard Cosine Proposed method 

Accuracy 51% 83% 76% 

Precision 1.00 0.95 0.96 

Recall 0.35 0.82 0.71 

F-measure 0.51 0.88 0.82 

 

 

To fully understand the strengths and limitations of the proposed method, we thoroughly analyzed 

instances where false positive and false negative results occurred. By examining specific examples, we aimed 

to pinpoint potential issues and areas that could be improved. We carried out a comprehensive examination 
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of false positive instances, detailed in Table 7, and false negative instances, outlined in Table 8, to recognize 

the limitations of the suggested method and to ascertain regions that require improvement. 

 

 

Table 7. Example of the source sentence and suspicious in false positive case 
  Similarity value 

Source sentence Suspicious sentence Cosine Jaccard TRC 

The primary heuristic retrieval step can 

lead to decreasing the search space for 

subsequent text alignment step. 

The initial heuristic retrieval phase helps 

reduce the scope of the search for the 

following text alignment process. 

63.5% 46.5% 100% 

 

 

The high similarity score from TRC indicates a possible false positive due to its sensitivity to 

semantic relationships. TRC can interpret slight rephrasing’s and synonymous expressions as identical, which 

may cause it to incorrectly flag a sentence as plagiarized, even if there are some lexical differences from the 

original source. This highlights a potential limitation of TRC in distinguishing between genuine plagiarism 

and acceptable rewording. 

Table 8 presents a case of near-copy plagiarism where the TRC method yields a relatively low 

similarity score of 32%. This score suggests a potential false negative. The low score may arise because 

redundant phrases were removed from the suspicious sentence, which disrupts the alignment of centroid 

terms. As a result, the centroid terms in the source and suspicious sentence may not correspond closely, 

leading to a reduced similarity score. Furthermore, the TRC method’s sensitivity to minor structural changes, 

such as rephrasing or reordering terms, can also cause a decrease in the similarity score, even though the 

sentences still convey similar meanings and contexts. 

 

 

Table 8. Example of the source sentence and suspicious in the false negative case 
  Similarity value 

Source sentence Suspicious sentence Cosine Jaccard TRC 

Factors contributing to plagiarism include 

lack of awareness, lack of understanding, lack 

of competence, and personal attitudes. 

Factors contributing to plagiarism include 

lack of awareness, understanding, 

competence, and personal attitudes. 

93.7% 87.9% 32% 

 

 

This study examined the limitations of traditional plagiarism detection methods, such as the VSM 

and BOW, in accurately identifying nuanced forms of plagiarism. While previous research has assessed the 

effectiveness of these methods in detecting exact copies or highly similar content, it has not specifically 

addressed their limitations in handling complex semantic variations, such as synonym substitution and 

paraphrasing. This gap underscores the need for advanced techniques that capture semantic and structural 

nuances. Our findings indicate that the TRC technique is well-suited for detecting nuanced plagiarism, 

particularly in modified and paraphrased content cases. The proposed method achieved an accuracy rate of 

86% and a precision score 0.91 in identifying modified copies, outperforming traditional methods like Cosine 

and Jaccard similarity. TRC demonstrated balanced performance across different types of plagiarism, 

including near-copy, modified copy, and paraphrase, excelling in cases of paraphrased content where 

traditional methods typically fail to capture semantic relationships. 

The study also suggests that the higher sensitivity of the TRC technique to semantic relationships 

does not compromise its effectiveness in detecting modified and paraphrased text. Compared to other studies, 

such as those by Chang et al. [12] and Huynh et al. [14], our results show that the centroid-based approach of 

TRC is better equipped to handle synonym substitution and structural rephrasing, providing an advantage 

over methods that rely solely on lexical matching. The comprehensive evaluation presented here underscores 

the potential of TRC in managing complex forms of plagiarism; however, further research is recommended to 

confirm its robustness in real-world applications, particularly in contexts where structural variations may lead 

to occasional false positives or negatives. 

Despite the strengths of TRC, this method faces scalability challenges due to the computational 

demands of co-occurrence graph construction. Future studies should explore optimization strategies to 

enhance the feasibility of TRC for larger datasets and diverse linguistic contexts. Additionally, the integration 

of syntactic parsing and embedding-based models could reduce the sensitivity of TRC to structural 

variations, potentially improving precision in complex cases. Feasible approaches, such as hybrid methods or 

neural network approximations, may improve the computational efficiency of the co-occurrence graph, 

enhancing the applicability of TRC in large-scale datasets. Expanding the TRC approach to address cross-

language plagiarism detection, potentially through multilingual embeddings, is also a promising direction for 
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extending its utility across diverse linguistic contexts. Recent observations affirm that the TRC method is 

particularly effective in detecting complex forms of plagiarism, including modified and paraphrased content. 

These results emphasize the ability of TRC to capture semantic relationships beyond traditional methods like 

Cosine and Jaccard similarity, especially in cases where lexical matching proves insufficient. Nonetheless, 

limitations persist, particularly in cases involving significant structural variations that may cause 

misalignments in centroid terms, resulting in occasional false positives or negatives. Addressing these 

limitations is essential for further refining the applicability of the TRC method. 

 

 

4. CONCLUSION 

This paper introduces the TRC technique as an innovative approach for plagiarism detection, aiming 

to evaluate its effectiveness across various types of plagiarism, including near-copy, modified copy, and 

paraphrasing. The TRC technique leverages centroid terms that capture the core meaning of text documents, 

addressing limitations found in traditional methods like Jaccard and Cosine similarity. By utilizing co-

occurrence graphs to represent semantic relationships, TRC can detect contextual and semantic similarities 

often missed by conventional methods. This study also compares TRC with these traditional methods, 

demonstrating its superior accuracy, precision, recall, and effectiveness in detecting sophisticated forms of 

plagiarism. 

The findings reveal that the TRC technique is particularly effective in identifying modified and 

rephrased content, showing a notable improvement over traditional methods in balancing accuracy and 

completeness. The TRC approach successfully captures nuanced semantic differences through centroid-based 

similarity measures, making it well-suited for cases where reworded text retains the same meaning. While 

TRC exhibits strong accuracy, certain rephrased content occasionally remains undetected, indicating areas for 

further refinement. Additionally, the complexity of constructing co-occurrence graphs presents scalability 

challenges, particularly for large datasets. 

In the future, research should focus on overcoming the current limitations to enhance the 

performance and scalability of the TRC method. Incorporating deep learning techniques, such as word or 

sentence embeddings, could improve its ability to recognize and handle complex paraphrasing. Reducing the 

computational overhead of constructing co-occurrence graphs will also be crucial for scalability. Further 

experimentation with larger and more diverse datasets is also necessary to assess the generalizability of the 

method. Addressing these challenges, the TRC method can be refined into a powerful tool for tackling 

plagiarism across various domains. 
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