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 DNA microarray prostate cancer diagnosis systems are widely used, and 

hybrid feature selection methods are applied to select optimal features to 

address the high dimensionality of the dataset. This work proposes a new 

hybrid feature selection method, namely the relief-F (RF)-genetic algorithm 

(GA) with support vector machine (SVM) classification method. The aim is 

to evaluate the performance of the proposed method in terms of accuracy, 

computation time, and the number of selected features. The method is 

implemented using Python in PyCharm and is evaluated on a DNA 

microarray prostate cancer. The outcome of this work is a performance 

comparison table for the proposed methods on the dataset. The performance 

of GA, particle swarm optimization (PSO), and whale optimization 

algorithm (WOA) is compared in terms of accuracy, computation time, and 

the number of selected features. Results show that GA has the highest 

average accuracy (91.17%) compared to PSO (90.52%) and WOA (85.74%). 

GA outperforms PSO and WOA due to its superior convergence properties 

and better alignment with complex problems. 
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1. INTRODUCTION 

Cancer is one of the reasons of mortality around the world, especially prostate cancer [1]. It occurs 

in the prostate, which is a walnut-shaped gland in men that produces seminal fluid and happens when there is 

uncontrolled growth of abnormal cells in the prostate gland. Late detection will make the situation worsen 

because early stages of prostate cancer often present with minimal or no symptoms. Nowadays, doctors 

detect cancer by conducting X-Ray imaging, laboratory tests (including tests for tumor markers), tumor 

biopsy, endoscopic examination, and surgery. These methods may lead to some problems, which is the 

doctors may have missed cancers when reviewing imaging scans and the malfunction of the testing machine 

may occur [2]. Recently, the advance of machine learning algorithms as well as artificial intelligence (AI) 

have resulted in diagnosis methods for cancer [3]. Thus, the reduction of dimension of DNA microarray 

datasets for its use in diagnosis is crucial to detect prostate cancer at an early state [4]. 

The objective of the study is to propose hybrid feature selection method, which is combination of 

relief-F (RF) filter with genetic algorithm (GA) as wrapper and support vector machine (SVM) as classifier. 

Then, evaluate the classification accuracy of the proposed hybrid feature selection method on prostate cancer 
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DNA microarray dataset [5]. Next, compare the performance of different optimizers in terms of accuracy, 

computation time, and number of selected features from the proposed hybrid feature selection method. 

The filter method is a feature selection technique used in preprocessing phase to reduce the high 

dimensionality in DNA microarray dataset [6]−[8]. The Relief filter is used extensively to identify relevant 

features for building accurate diagnosis models [9]. It evaluates the quality of features based on how well 

their values distinguish between instances that are near to each other. Essentially, it assigns a weight for each 

feature which indicates the ability of that feature to differentiate between instances that are close to each 

other in the dataset [10]. The features with the highest weights are considered the most important. 

The wrapper method is an optimization technique used to select the optimum features from DNA 

microarray dataset-based on metaheuristic method [11]−[13]. For example, particle swarm optimization 

(PSO), GA, and whale optimization algorithm (WOA). GA is applied by the process of natural selection 

where the fittest individuals are selected for reproduction to produce offspring of the next generation. Firstly, 

generating an initial population randomly. Individual is characterized by a set of parameters (variables) 

known as genes. Then, the fitness score of the population is evaluated by the fitness function.  

Next, individuals with higher fitness scores are selected to be parents and contribute to the next generation 

[14]. The selected individuals are paired to perform crossover by varying the chromosomes (solution) to 

create new offspring. Mutation will occur when some of the bits (genes) in the string can flip which 

introduces random changes to the offspring’s genetic information. This helps maintain and improve genetic 

diversity in the population. The old population will be replaced by the new generation, and this new 

population will be used in the next iteration of the algorithm. Termination occurs when a satisfactory solution 

is found, or the algorithm converges to a stable state. 

Classification is a type of supervised learning, known as predicting the class of a given data point 

belongs based on specified classifications label. SVM is applied to solve classification issues [15].  

The fundamental idea behind SVM is to find the best boundary (or hyperplane) that can separate data classes 

with the maximum margin possible. For linearly separable case, SVM can find a straight line (in 2D), plane 

(in 3D), or hyperplane (in higher dimensions) that separates the classes with the widest possible margin. 

There are two types of SVM, which is nonlinear and linear SVM [15], [16]. 

In linear SVM, the data is perfectly linearly separable, while the data in nonlinear SVM is not 

perfectly linearly separable. For nonlinearly separable cases, SVM uses a technique called the kernel trick.  

A kernel is a function that maps the data to a higher-dimensional space where a linear hyperplane can 

effectively perform the separation. To illustrate, SVM is used to find the best line that creates the widest gap 

between the two groups. Based on existing research [17], the feature selection method used is random-forest 

based feature selection (RFS) with SVM as classifier. By applying RFS + SVM feature selection method on 

the DNA microarray prostate cancer dataset, the best prediction result from their work is the average 

accuracy of 89% and the number of selected features is 11. 

 

 

2. METHOD 

In the methodology there are three steps for implementing the study. The first step involves 

implementin the filter-bsaed methods in experiment 1. Secondly, experiment 2 focuses on conducting 

classification. Finally, experiment 3 involves optimization and comparison of performance. 

 

2.1.  Experiment 1: perform single RF filter method on prostate cancer dataset 

Figure 1 shows RF Filter method. The step-by-step method is briefly dicussed in the following:  

to analyze a prostate cancer DNA microarray dataset, essential libraries such as Pandas, NumPy, and RF 

were imported in PyCharm. The dataset was loaded from a comma separated values (CSV) file, and feature 

variables were extracted by dropping the last column, which contained the labels, and storing them in 

feature_x. Labels were extracted, converted to numerical values using a Label Encoder, and stored in target_y. 

The data was then split into training and testing sets with a 0.2 ratio. The RF method was applied to select the 

10 most relevant features, and the filtered dataset’s dimensions were checked to confirm accuracy. This first 

step of FS is crucial as it will filter out unrelevant features, update wights and rank features with higher 

weughts. Features with higher weights are considered more relevant for the classification task. 

 

2.2.  Experiment 2: evaluation on RF filter’s classification accuracy by using SVM classifier 

Figure 2 shows the classifcaiton after performing the RF filter method. The next experiment is 

dicussion about classification using SVM. With the SVM machine learning model, the libraries in PyCharm 

were set. The SVM classifier was selected and fitted with the filtered training set. Training and testing 

accuracy were evaluated using the classifier’s prediction function. Steps were repeated with varying numbers 

of selected features (50, 100, 200, 500, 1000, 2000) to analyze the relationship between the number of 
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features and accuracy. Next, the optimizers were applied and compared against each other using PSO, GA, 

and WOA. 

 

 

 
 

Figure 1. Filter method 

 

 

 
 

Figure 2. Classification with SVM 

 

 

2.3.  Experiment 3: optimization on RF filter by using wrapper (GA, PSO, or WOA) 

2.3.1. Wrapper based GA 

Figure 3 shows the flowchart of GA wrapper-based method. The parameters of the GA wrapper 

were set, including a population size equal to the number of samples in the dataset (102), a maximum of 50 

generations, and a mutation rate of 0.1. The GA was conducted. The SVM classifier was selected and fitted 

with each new generation [18], [19]. The fitness score of each generation was evaluated using the testing set 

and the classifier’s prediction function. Steps were repeated until the maximum number of generations was 

reached, and the fitness score (accuracy) of each generation was generated. 

 

2.3.2. Wrapper based PSO 

Figure 4 shows the flowchart of PSO wrapper-based method, the step-by-step method is discussed 

as follows. The necessary library for PSO is set. The parameters for the PSO wrapper are set, including 10 

particles and 50 iterations. PSO is then conducted, and the particle positions are fitted into the SVM 

classifier. The fitness score of each particle’s position is evaluated using the testing set in the classifier’s 

prediction function. After every iteration, the position and velocity of each particle are updated. The steps are 
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repeated until the maximum number of iterations is reached. Finally, the fitness score (accuracy) is generated 

out. The next step involves applying for WOA. 
 

 

 
 

Figure 3. The flowchart of GA 
 

 

 
 

Figure 4. PSO wrapper-based flowchart 
 

 

2.3.3. Wrapper based WOA 

Figure 5 shows the flowchart of WOA wrapper-based method. The number of features selected by 

the RF filter is set as 10. The parameters for WOA are set: 10 whales and 50 iterations. WOA is conducted, 

and the whale positions are fitted into the SVM classifier. The fitness score of each whale’s position is 

evaluated using the testing set in the classifier’s prediction function. The position of each whale is updated 

after every iteration. Steps are repeated until the maximum number of iterations is reached. Finally, the 

fitness score (accuracy) using in (1) is produced. The next process is comparing the three optimizers and 

identified the best results from the three optimizers. 
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Figure 5. WOA wrapper-based method flowchart 

 

 

2.4.  Performance comparison between GA, PSO, and WOA 

The last step is conducted the comparison between GA, PSO, and WOA optimizer. Figure 6 shows 

the process. A comparison table of GA, PSO, and WOA is made in terms of accuracy, computation time, and 

number of selected features. The performance of GA, PSO, and WOA is visualized with graphs showing 

accuracy, computation time, and number of selected features. The best-performing optimizer is selected for 

main use based on the metrics such as accuracy, computation time and number of selected features. 

 

 

 
 

Figure 6. Summary work between GA, PSO, and WOA 
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Finally, the classification accuracy’s [20] used for the indicating the performance evaluation and can 

be computed as (1): 

 

Accuracy = 
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
 (1) 

 

in (1) shows the accuracy computation. True positive (TP) represents correctly classified positive samples. 

True negative (TN) denotes correctly classified negative samples. False positive (FP) refers to negative 

samples that were misclassified as positive, while false negative (FN) indicates positive samples that were 

misclassified as negative. 

 

 

3. DISCUSSION 

This section discussed the result and discussion of the experiment. There are five experiments have 

been conducted namely performing filter method using Relief method, classification, wrapper method, 

observed the performance and the number of selected features. 

 

3.1.  Experiment 1: perform single RF filter method on prostate cancer dataset 

In experiment 1, the DNA microarray dataset used is the DNA microarray prostate cancer dataset. 

Based on Table 1, the dimension of the prostate cancer dataset before filtered is (102, 12600), which means 

that the dataset has 102 rows and 12600 columns represents prostate genes [5]. This can be proven by loading 

the csv file of prostate cancer dataset named ‘prostate_cancer_DNA_microarray.csv’ in PyCharm and using 

pandas library to read the csv file.This means that the dataset is separated into features and label variable, 

where the label variable is at the last column of the dataset, and the features variable is the columns except 

the last column. 

 

3.2.  Calculation of the training set and testing set ratio of 80/20 

The RF filter started by initializing the weights of all features in prostate cancer DNA microarray 

dataset to zero. Then, a sample instance is selected from the dataset randomly. This instance is referred as the 

target instance. After that, RF filter will find the nearest hits and nearest misses based on the target instance. 

Nearest hit is the closest instance to the target instance that has the same class label, while nearest miss is the 

closest instance to the target instance but with a different class label. Then, each feature will update its weight 

based on how well it distinguishes the target instance from the nearest hit and the nearest miss. 

Based on the RF update rule above, the weight is decreased if the difference between the target 

instance and its nearest hit are larger (implying this feature is less important for class similarity). In contrast, 

the weight is increased if the difference between the target instance and its nearest miss are larger (implying 

this feature is important for distinguishing between different classes). After iterating through the dataset, the 

top 10 features with the highest weights are considered the most important and will be used for machine 

training model. In other words, this is done by selecting the first 10 of the features based on their entropy 

measure ranking in descending order. The entropy measure represents randomness in a feature, 0 means the 

most, and 1 means least, thus the higher the entropy measures, the more useful the feature is. The calculations 

can be easily made to prove the ratio of the training set to the testing set will be 80/20. 

 

Testing set samples = (split size) (no.samples) = (0.2) (102) = 20.4 = 21  

 

Training set samples = (no.samples) – (no.testing samples) = 102 – 21 = 81  

 

3.3.  Experiment 2: evaluation on RF Filter’s classification accuracy by using SVM classifier 

In Experiment 2, the evaluation of RF filter’s classification accuracy is made by using  

SVM classifier. After RF filters the features in prostate cancer DNA microarray dataset, SVM will  

calculate the training and testing accuracy. The number of the training feature is ranges from 25, 50, 100, 

200, 500. 

Based on Figure 7, when the number of selected features increase, the training and testing accuracy 

will decrease. It is because the RF filter does not filter out the less useful features in dataset and this  

will decrease the efficiency of the results. Thus, higher the number of selected features, higher the possibility 

of less useful features not filtered out, and may lower the accuracy. To overcome this issue, the hybrid 

feature selection method is proposed to make optimization to further select the optimum features by using a 

wrapper method like GA, PSO, and WOA, which is more accurate due to its efficient optimization  

algorithm. 
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Figure 7. Training and testing accuracy against no. selected feature 

 

 

3.4.  Experiment 3: optimization on RF filter by using different wrapper (GA, PSO, or WOA) 

Recent years have seen extensive exploration of various technique and method for analyzing and 

classifying prostate cancer. The comparative analysis in Table 1 suggests a superior method to previous 

studies on the same dataset. The finding indicate that the Relife-GA+SVM hybrid approach performs 

promisingly. 

Based on Table 1, the performance between GA, PSO, WOA is compared to each other in terms of 

accuracy, computation time, and number of selected features. PSO has the fastest computation time [21] 

(4.66s) if compared to GA (17.63s) and WOA (4.74s) as in Table 1. PSO and WOA have almost the same 

speed, which is about four seconds, when handling the optimization of prostate cancer DNA microarray 

dataset. While GA needs the longest computation time, which is 17.63s, to handle the optimization of dataset.  

Figure 8 shows that GA-SVM has the highest average accuracy (91.17%) if compared to 

PSO(90.52%) and WOA (85.74%). GA outperforms PSO and WOA due to its superior convergence 

properties and better alignment with complex problem landscapes. Its ability to balance exploration and 

exploitation effectively helps avoid local optima, making it particularly suitable for challenging optimization 

domains. principal component analysis (PCA) and kernel-based principal component analysis (KPCA) were 

utilized by Xiaoxue et al. [22] 

 to simplify and identify prostate cancer. In their findings, KPCA outperformed PCA with SVM 

models based on cumulative contribution. Despite KPCA being more efficient, PCA was more effective in 

dimensionality reduction, although it had a high running time of 18.31 seconds and the accuracy of 84.31% 

was achieved. Highlighting their significant contribution. Notable limitations include dataset dimension, 

potentioal challenges in clinical implemntation and the problem in the simplification of the feature reduction 

process. However, the number of selected features was not reported in their findings. Experimental results 

indicate that the proposed Relief-GA+SVM hybrid approach achieved the highest accuracy of 91.17% 

surpassing previous methods such as those by Xiaoxue et al. [22]. 

For GA, it works through mechanisms, such as crossover, and mutation. Each of these steps 

involves significant computation time. Crossover involves pairing selected individuals (solution) and 

exchanging portions of their genetic information to create new offspring. The individual selected is based on 

their fitness scores and this usually requires sorting or ranking operations, which are computationally costly. 

After crossover, mutation alters the genes of the new generation randomly, and it requires additional 

computation for each gene mutation. 

Thus, GA tends to explore the solution space more thoroughly due to its diverse operations, so that 

slower the convergence. For PSO and WOA, they can converge faster to a solution because of their simpler 

update rules, which is directly integrate the best-known positions (solution) without the disruptive steps like 

mutation in GA. Although the PSO and WOA computation speed is fast, lack of crossover and mutation steps 

might influence the accuracy of feature selection. 
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Table 1. Performance comparison between GA, PSO, and WOA 
Study Method Accuracy (%) Compution time (s) No.selected features 

Proposed GA 91.17 17.63 4 
 PSO 90.52 4.66 4 

 WOA 85.74 4.74 4 

[22] KPCA-SVM 84.31% 18.31 ---- 

Note*: -----indicate not avaliable 

 

 

 
 

Figure 8. Accuracy of optimization for GA, PSO, and WOA 

 

 

By using crossover, a chromosome in the new generation can inherit the best genetic characteristics 

from the parents’ generation. Mutation is a process when some of the bits (genes) in the binary string can flip 

which introduce random changes to the offspring’s genetic information. This mutation is important because it 

helps improving the next generation and leading to diversity and more innovative solutions that might not be 

discovered by other methods [23]. 

In DNA microarray dataset, a set of features with high fitness will be selected as parents and 

perform crossover to yield new generation, which is the set of features with greater fitness. When the number 

of generations increases, the accuracy of the selected features increases, because only the most useful 

features are retained in the new generation and the less useful features already eliminated. Moreover, a 

mutation occurs on the selected features in each generation. This is crucial to ensure the diversity and 

accuracy of solutions produced, which is the feature selected. 

 

3.5.  Number of selected features 

Table 2 displays the number of genes selected by GA, PSO, and WOA. As anticipated, GAs, as 

metaheuristic approaches, tend to outperform other algorithms constrained by issues like local minima. From 

the employed optimizer, the number of selected genes is 4. Form the affymetric features, can be used to 

identify the gene and symbol for prostate cancer [24]. These selected features can be further analysed as 

potential biomarkers for patient targeted therapy [25]−[27]. 

 

 

Table 2. Selected gene name for GA, PSO, and WOA 
GA PSO  WOA 

Gene 
affymetrix 

Gene name Gene 
affymetrix 

Gene name Gene 
affymetrix 

Gene name 

32598_at neural EGFL like 

2(NELL2) 

32598_at neural EGFL like 

2(NELL2) 

37394_at complement 

C7(C7) 

38406_f_at prostaglandin D2 
synthase (PTGDS) 

37366 _at PDZ and LIM domain 
5(PDLIM5) 

38406_f_at prostaglandin 
D2 synthase 

(PTGDS) 

38634_at retinol binding protein 
1(RBP1) 

38634_at retinol binding protein 
1(RBP1) 

39054_at glutathione S-
transferase mu 

1(GSTM1) 
39054_at glutathione S-transferase 

mu 1(GSTM1) 

39054_at glutathione S-transferase 

mu 1(GSTM1) 

40282_s_at complement 

factor D(CFD) 

 

 



                ISSN: 2502-4752 

Indonesian J Elec Eng & Comp Sci, Vol. 36, No. 3, December 2024: 1884-1894 

1892 

4. CONCLUSION 

Prostate cancer is a leading cause of death among men, highlighting the importance of early 

identification. Robust optimizers and classifiers can significantly improve prostate classification.  

Hybrid method that uses metaheuristic as feature selection generally outperform other methods. A major 

challenge is combining the most accurate feature selection method with the classifier model. To address this, 

a hybrid Relief-GA and SVM has been proposed for accurate prostate cancer classification. Furthermore,  

the model identifies four selected features, which can be further analyzed for biomarker discovery. The GA 

was determined to be the most effective optimizer in hybrid feature selection, as it achieved better accuracy 

than both PSO and WOA. Future work will assess the applicability of the proposed model across diverse 

disease high dimensional datasets for comprehensive validation. Additionally, efforts will focus on enhancing 

model performance by exploring other metaheuristic as feature selection methods and considering 

hyperparameter tuning in machine learning models to tackle strength and capacity challenges on  

larger datasets. 
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