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 Weather is one of the important elements that greatly determines human 

activities, especially those related to economic factors. Therefore, 

understanding weather conditions using weather parameters as a reference is 

important for human life, so a method is needed to classify weather 

according to its category so that the information produced can be used for 

various needs. Determining weather conditions in an area will not run well 

without a reliable method that can analyze existing weather parameters. 

Therefore, in this study, the weather condition classification process was 

carried out using the multilayer perceptron algorithm, a type of neural 

network (NN) algorithm. All data analyzed were weather parameter data 

collected by mini weather stations placed on land. The weather parameters 

used were temperature, humidity, air pressure, wind speed, dew point, wind 

chill, daily rainfall, solar radiation, and UV index. This study was conducted 

in Palu city, Central Sulawesi Province, Indonesia. The classification process 

carried out by the multilayer perceptron algorithm was carried out on the 

Altair AI Studio application and produced an accuracy value of 93.87%, 

recall of 92.33%, and precision of 91.29%. 
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1. INTRODUCTION 

Weather is a dynamic aspect of the Earth’s atmosphere that changes frequently. Temperature, air 

pressure, humidity, light intensity, and rainfall all have an impact on the weather in a given location. Weather 

conditions greatly determine whether or not community activities run smoothly [1]. In the field of 

transportation, especially aviation and sea transportation, weather conditions are critical in terms of safety 

[2]. Many accidents, especially in the aviation sector, are indirectly caused by the influence of weather, so 

weather prediction is significant in supporting the transportation sector, especially in sea and air 

transportation. In the agricultural and plantation sectors, the role of weather in determining agricultural 

production results is huge [3], [4]. Whether that is in good condition will encourage maximum agricultural 

production and provide large economic benefits for farmers [5], [6]. On the other hand, extreme weather such 

as long droughts and extreme rains will cause crop failures which have implications for a significant 

reduction in profits for farmers and under certain conditions will cause scarcity of several agricultural 

commodities that are needed by the community. Therefore, the ability to predict weather conditions is 

essential in anticipating the influence of weather on the economic activities of a region [7], [8]. 

https://creativecommons.org/licenses/by-sa/4.0/
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Data mining is a process that comprises data collecting and the application of past data to discover 

an order, pattern, or relationship in massive data [9]. Data mining involves four disciplines: statistics, 

visualization, databases, and machine learning. Machine learning is a subset of artificial intelligence that 

deals with building programming approaches based on previous data acquisition and intersects with statistics 

and optimization [10]. Currently, numerous programs use data mining techniques to classify weather, and 

research related to weather classification is not something very new. There have been several studies that 

have been carried out previously which have also been published as scientific articles. Zhao and Wu [11],  

in his research, conducted research using the convolutional neural network (CNN) method in the 

classification process which he carried out based on the visual conditions of each weather condition (sunny, 

foggy, rainy, snowy). Goel et al. [12] also carried out a weather condition classification process based on 

captured images of each weather condition and processed using the VGG19 model which produced an 

accuracy value of 98.5%. Dritsas et al. [13] classified weather conditions using five data attributes, namely 

day, precipitation, temperature, wind, and weather, and involved several techniques in the classification 

process, namely support vector machine (SVM), random forest (RF), and neural network (NN). 

In this research, we carried out a process of classifying weather conditions based on the weather 

parameters that were collected. The research location itself is precisely in Palu city, Central Sulawesi 

Province, Indonesia. The city of Palu itself is a city crossed by the equator, which in other words is a tropical 

area with high levels of rainfall throughout the year. The parameter data used in this research are 

temperature, humidity, air pressure, wind speed, dew point, wind chill, daily rainfall, solar radiation, and UV 

index. This data was collected using the MISOL WS2320 automatic weather station device. To carry out this 

classification process ourselves, we use the Altair AI studio application, which was previously called 

RapidMiner studio. This application is handy in the data mining process, data prediction, and machine 

learning [14]. This classification method employs a multi-layer perceptron (MLP) algorithm, a form of NN 

technique. The parameters used to assess the performance of the algorithm are accuracy, precision, and 

recall. 
 

 

2. METHOD 

This section explains the basic theory of the algorithm used in this research along with the profile of 

the location where the data was collected along with the automatic weather station equipment used in this 

research. The algorithm used in this research is MLP and the research location itself is in Palu city, Central 

Sulawesi Province, Indonesia. In this research, the MISOL WS2320 device was also used as an automatic 

weather station which functions to collect weather parameter data. 
 

2.1.  Multi-layer perceptron algorithm 

A MLP is a form of artificial neural network (ANN) comprising several layers of neurons [15]. The 

neurons of the MLP typically use nonlinear activation functions, which allows the network to learn complex 

data patterns. MLPs are important in machine learning because they can learn nonlinear correlations in data, 

resulting in effective models for classification, regression, and pattern recognition tasks. A multilayer 

perceptron is a feedforward NN of fully linked neurons that use a nonlinear activation function. It is 

commonly used to differentiate data that is not linearly separable. MLP itself consists of three layers, namely 

input, output, and more than one hidden layer [16], [17]. The layer arrangement of the MLP can be seen in 

Figure 1. Each layer in the MLP has its functions. The functions are as follows: 
 

 

 
 

Figure 1. An example of a MLP with two hidden layers 
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2.1.1. Input layer 

The input layer is made up of nodes or neurons that receive initial input data [18]. Each neuron 

represents a certain aspect or dimension of the input data. The number of neurons in the input layer is 

dependent on the input data’s dimensionality [19]. The input layer of a MLP accepts input data, which may 

be features taken from input samples in a dataset. Each neuron in the input layer represents a single feature, 

and they do not do any computations; instead, they pass the input values to the neurons in the first hidden 

layer. 

 

2.1.2. Hidden layer 

Each neuron in a hidden layer receives inputs from all neurons in the preceding layer (either the 

input layer or another hidden layer) and creates an output that is passed on to the following layer [20].  

The number of hidden layers and neurons in each hidden layer are hyperparameters that must be determined 

during the model creation stage [21]. The hidden layers of a MLP are made up of interconnected neurons that 

execute computations on the incoming data. Each neuron in a hidden layer receives input from every neuron 

in the previous layer [22]. The inputs are multiplied by the appropriate weights, represented as w.  

The weights govern how much influence one neuron’s input has on another’s output. In addition to weights, 

each neuron in the hidden layer is assigned a bias, denoted as b. The bias adds more input to the neuron, 

allowing it to change its output threshold. Biases, like weights, are learned during the training process.  

The weighted total of each neuron’s inputs in a hidden or output layer is calculated. This entails multiplying 

each input by its matching weight, totaling the products, and adding the bias expressed in (1). 

 

𝑊𝑒𝑖𝑔ℎ𝑡𝑒𝑑 𝑆𝑢𝑚 = ∑ (𝑊𝑖 × 𝑋𝑖) + 𝑏𝑛
𝑖=1  (1) 

 

Where n is the total number of input connections, wi is the weight of the i input, and xi is the i input 

value. The weighted sum is subsequently processed by an activation function, indicated as f. The activation 

function adds nonlinearity to the network, letting it learn and express complicated correlations in data.  

The activation function defines the neuron’s output range and behavior in response to various input values. 

The activation function used is determined by the nature of the task and the network’s desired qualities. 

 

2.1.3. Output layer 

The neurons in this layer produce the network’s final output. The number of neurons in the output 

layer varies according to the task. In binary classification, depending on the activation function, there may be 

one or two neurons expressing the likelihood of belonging to one class; however, in multi-class classification 

tasks, the output layer may have several neurons. The output layer of a MLP generates the network’s final 

predictions or outputs. The number of neurons in the output layer depends on the task at hand (e.g., binary 

classification, multi-class classification, regression) [16]. Each neuron in the output layer receives input from 

the neurons in the last hidden layer and performs an activation function. This activation function is typically 

distinct from those employed in the hidden layers, and it generates the final output value or prediction. 

 

2.2.  Research location and dataset collection 

As explained in the introduction, this research is located in Palu city, Central Sulawesi Province, 

Indonesia. Palu, the capital of Central Sulawesi Province, Indonesia, is located on the Palu Valley and Palu 

Bay plains. The region has five dimensions: mountainous terrain, valleys, rivers, bays, and oceans. Palu city 

has an area of 395.06 square kilometers divided into eight sub-districts. Palu city is located between 0°.36"-

0°.56" South Latitude and 119°.45" - 121°.1" East Longitude, making it directly on the Equator with a 0-700 

meters high above sea level. The map of Palu city itself, which is located on Sulawesi Island, Indonesia, can 

be seen in Figure 2. 

Palu city, like other regions in Indonesia, has two seasons: summer and rainy season. Summer lasts 

from April to September, and the rainy season runs from October to March. The maximum rainfall recorded 

at the Mutiara Palu Meteorological Station in 2010 was 123.0 mm in June, with the lowest being 11.7 mm in 

March. Meanwhile, in 2010, the average wind speed was 3.7 knots. Palu city’s location on the equator also 

contributes significantly to the present microclimate. Of course, geographical characteristics like this will 

cause Palu City to receive a lot of sunlight for an extended period, making the location hotter than other  

cities [23]. 

The weather parameter data used in this research are temperature, humidity, air pressure, wind 

speed, solar radiation, UV index, and rainfall levels. All of these parameters can be used using an automatic 

weather station device, namely MISOL WS2320. This product itself is made by Jiaxing Misol Electronics 

Co., Ltd. This device is often used by other researchers to detect weather parameters in an area and display 

them on a website page. This device consists of two main parts, namely an external device consisting of 



Indonesian J Elec Eng & Comp Sci  ISSN: 2502-4752  

 

Classification of weather conditions based on automatic weather … (Muhammad Aristo Indrajaya) 

543 

weather parameter sensors placed in the external environment which can be seen in Figure 3. In this research, 

we placed this device on a building that is the highest compared to its surroundings so that it can measure 

wind speed well. 
 

Apart from the weather parameter sensors placed outside the building which are received via radio 

communication lines, this weather station has a device that functions as a receiver of the collected data which 

can be seen in Figure 4. This receiving device in addition to collecting the data collected obtained by the 

sensor can also display factual data regarding the condition of the measurement results of weather data via its 

LCD screen. Apart from that, this device is also capable of sending the collected data to the computer in  

real-time. 
 

 

 
 

Figure 2. The maps of Palu city 

 

 

 
 

Figure 3. MISOL WS2320 outdoor sensor 
 

 

 
 

Figure 4. MISOL WS2320 receiver 

 

 

Data collection was carried out for six months starting from January to June, where the data excerpt 

can be seen in Figure 5. Data collection is carried out in weather conditions where the weather can change all 

the time. This is because, in May, Palu city experiences a transition season so that in one month the weather 

can change quite quickly. For example, during the day the weather is sunny, but during the day the weather 
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conditions can immediately change to cloudy and not long after that it can rain quite heavily. Through data 

collection, 1037 weather parameter data were obtained which were divided into several classes, namely: 

1. Sunny 

Sunny weather is a weather condition that describes the sky in bright conditions and sunlight can be felt 

clearly and has a high level of UV radiation. 

2. Sunny cloudy 

Sunny, cloudy weather is characterized by the large number of clouds visible in the sky. In this condition, 

the intensity of sunlight is not as high as in sunny weather which is characterized by low levels of solar 

radiation and UV index. 

3. Cloudy 

Cloudy weather is characterized by the sky being covered with thick clouds. These clouds block sunlight, 

causing very low solar radiation and UV index values. 

4. Light rain 

Light rain is a weather condition with low intensity with a rain rate of less than 2.5 mm/h (<0.1”/hr) [24]. 

5. Moderate rain 

Moderate rain occurs when the rainfall rate ranges from 2.6 to 7.5 mm/hour (0.1 to 0.3"/hour) or 0.04 to 

0.125 mm/minute (0.0017 to 0.005"/hour), which equates to 26 to 75 full tipping buckets per hour (26 to 

75 pulses/hour) for a rain gauge with a resolution of 0.1 mm [24]. 

6. Heavy rain 

Heavy rain is a rainy weather condition in which the rain rate exceeds 7.6 to 50 mm/hour (0.3 to 2"/hour) 

or 0.125 to 0.83 mm/minute (0.005" to 0.033"/minute), which amounts to 76 or more full tipping buckets 

per hour (76+ pulses/hour) on a rain gauge with a resolution of 0.1 mm [24]. 

7. Clear night 

A clear night is a weather condition where the sky appears clear of clouds and the stars can be seen 

clearly. 

8. Cloudy night 

This is a weather condition at night where clouds cover the sky and the eye cannot see the stars. 

9. Light rainy night 

This is a rainy condition that occurs at night when the rain rate is less than 2.5 mm/hour (<0.1"/hour). 

10. Moderate rainy night 

This is a rainy condition at night where rainfall ranges from 2.6 to 7.5 mm/hour (0.1 to 0.3"/hour) or 0.04 

to 0.125 mm/minute (0.0017 to 0.005"/ hour), which is equivalent to 26 to 75 full tipping buckets per 

hour (26 to 75 pulses/hour) for a rain gauge with a resolution of 0.1 mm. 

11. Heavy rainy night 

It is a rainy weather condition that occurs at night when the rain rate exceeds 7.6 to 50 mm/hour (0.3 

to 2"/hour) or 0.125 to 0.83 mm/minute (0.005" to 0.033"/minute), which amounts to 76 or more full tipping 

buckets per hour (76+ pulses/hour) on a rain gauge with a resolution of 0.1 mm. 
 

 

 
 

Figure 5. A snapshot of the data that has been entered into the Altair AI studio application 
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3. RESULTS AND DISCUSSION  

This section explains the data processing process - parameter data that has been obtained using the 

MISOL WS2320 automatic weather station. The data obtained in real-time is then processed using the MLP 

algorithm in the Altair AI studio application. Altair AI studio formerly known as RapidMiner is a data 

science software platform developed by the company of the same name that provides an integrated 

environment for data preparation, machine learning, deep learning, text mining, and predictive analysis.  

It is used for business and commercial purposes, as well as for research, education, training, rapid 

prototyping, and application development, and supports all steps in the machine learning process including 

data preparation, results visualization, model validation, and optimization. 

 

3.1.  Data preprocessing 

Processing of the data obtained is carried out through several stages. The process steps carried out 

using Altair AI Studio can be seen in Figure 6. Previously, the data sent by the automatic weather station 

device was in a file with the CSV extension. To make processing easier, the file is then converted to the xlsx 

extension. 

Before the data is processed by the MLP algorithm, the data first goes through a stage called 

preprocessing. This process begins with the select attributes process. In this process, the year, month, and 

time of data collection are filtered to be processed into the algorithm. This aims to avoid errors in the three 

training processes in the algorithm. Furthermore, in the remove duplicates section, duplicate data will be 

removed. Furthermore, in the split data section, the weather parameter data that has been collected is divided 

based on the needs for the training and testing processes. The division itself is 70% for the training process 

and 30% for the testing process. The performance of the training process is measured using three parameters, 

namely : 

1. Accuracy 

Accuracy is an evaluation metric that measures how well a model makes correct predictions out of the 

total predictions it makes. In the context of classification, accuracy provides an idea of how often a model 

predicts the correct class, whether it is positive or negative [25]. 

2. Precision 

Precision is an evaluation metric that measures how well a model makes correct predictions for the 

positive class out of the total positive predictions. In the context of classification, precision provides an 

idea of how often a model correctly predicts the positive class, among all the positive predictions made by 

the model [25]. 

3. Recall 

Recall is a metric that measures how many positive cases the classifier accurately predicted out of all the 

positive cases in the dataset. It is sometimes referred to as sensitivity [25]. 

In the data processing stage, in addition to the data analysis process involving the MLP algorithm, 

one of the important stages in data processing is cross-validation. Cross-validation is a statistical technique 

used in machine learning and other predictive modeling to assess the performance and generalization ability 

of a model. This technique provides a more accurate estimate of model performance on unseen data. Another 

important benefit of cross-validation is that it helps data analysts overcome the problem of overfitting  

or conditions when the model is too specific to the training data so that it is less good at analyzing new  

data [26]. 
 

 

 
 

Figure 6. Data processing diagrams 
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3.2.  Performance analysis 

As previously explained, the data analysis used in this study uses a MLP algorithm commonly 

abbreviated as MLP. The analysis process carried out in this study was carried out through several stages.  

In the first stage, weather parameter data analysis was carried out using the standard MLP configuration in 

the Altair AI Studio application. In Altair AI Studio, the performance of the MLP is configured using 

parameters, namely training cycle, number of generations, and number of ensembles. These parameters will 

affect the ability of the algorithm to learn the input data. By using the default configuration of Altair AI 

Studio, namely the training cycle is set to 10, the number of generations is set to 10, and the number of 

ensembles is set to 4, the results of the analysis performance carried out by the learning and training process 

can be seen in Figures 7 and 8. 
 

 

 
 

Figure 7. Accuracy value of testing in the training process 
 

 

 
 

Figure 8. Accuracy value of testing in the testing process 
 

 

Based on the analysis process carried out using standard configuration values, the accuracy value in 

the training process was 87.79% and 85.16% in the testing process. The detailed performance comparison 

values in the training and testing processes can be seen in Table 1. 

Although based on the performance generated from the analysis carried out, the accuracy of the 

classified data is still quite high, which is above 85% in the training and testing process. Also, the accuracy 

results in the learning process and testing process are not striking so they can be categorized as not 

overfitting. However, the number of incorrect data in the classification process is still quite a lot. In the 

testing process, out of 310 data used in the testing process, 46 data were predicted incorrectly. A snippet of 

incorrectly predicted data can be seen in Figure 9. 
 

 

Table 1. Performance results of the analysis performed by the MLP algorithm using the standard 

configuration 
Parameters Training Testing 

Accuracy 87.79% +/- 3.34% 85.16% 

Precision 84.58% +/- 6.52% 86.17% 

Recall 84.28% 85.93% 
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Figure 9. Incorrect data in the analysis process 

 

 

To overcome the many errors, in the next stage we took the initiative to increase the training cycle, 

the number of ensembles, and the number of generations. The addition of values set for the three parameters 

will affect the algorithm’s ability to learn input data. The process of adding parameter values is carried out 

gradually and results in an increase in the accuracy, precision, and recall values. This can happen because 

when the algorithm’s learning cycle increases, it will also increase the number of neurons used by the 

algorithm. As a comparison, in the process using the default value, the number of neurons used in the hidden 

layer is 43 units. The relationship between the addition of training cycles, the number of ensembles, and the 

number of generations for the performance of the MLP algorithm in the training and testing processes can be 

seen in Table 2 and Table 3. 

 

 

Table 2. Performance of the training process with modified configuration 
Training cycles Number of ensemble Number of generation Accuracy Precision Recall 

15 15 15 89.87% +/- 3.48% 87.94% +/- 5.57% 88.36% +/- 4.68% 

20 20 20 88.91% +/- 3.58% 86.12% +/- 5.27% 86.07% +/- 3.66% 
25 25 25 89.60% +/- 4.72% 87.16% +/- 5.94% 86.98% +/- 6.34% 

30 30 30 89.32% +/- 4.04% 89.01% +/- 5.09% 88.32% +/- 5.10% 

35 35 35 90.01% +/- 4.24% 88.65% +/- 5.26% 87.83% +/- 4.26% 
40 40 40 90.29% +/- 1.95% 86.82% +/- 5.85% 86.47% +/- 5.07% 

42 42 42 92.10% +/- 3.06% 88.79% +/- 5.46% 88.87% +/- 5.09% 

44 44 44 92.09% +/- 4.09% 90.26% +/- 4.76% 90.24% +/- 3.80% 
45 45 45 90.43% +/- 3.35% 87.81% +/- 6.83% 87.34% +/- 5.68% 

46 46 46 90.85% +/- 3.97% 88.25% +/- 5.99% 87.76% +/- 6.15% 

47 47 47 91.82% +/- 2.89% 90.06% +/- 4.55% 89.22% +/- 4.21% 
48 48 48 91.82% +/- 3.29% 88.50% +/- 5.84% 87.74% +/- 5.86% 

 

 

Table 3. Performance of the testing process with modified configuration 
Training cycles Number of ensemble Number of generation Accuracy Precision Recall 

15 15 15 87.74% 88.92% 90.36% 
20 20 20 88.39% 86.12% 87.15% 

25 25 25 94.52% 94.22% 93.50% 

30 30 30 92.90% 94.41% 94.20% 
35 35 35 90.97% 89.71% 92.93% 

40 40 40 91.29% 92.10% 92.23% 

42 42 42 88.39% 89.46%, 91.39% 
44 44 44 93.87% 91.29% 92.39% 

45 45 45 93.87% 92.75% 92.72% 

46 46 46 91.94% 91.13% 91.44% 
47 47 47 89.03% 87.06% 91.92% 

48 48 48 89.68% 87.59% 90.48% 
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Based on the calculations, the best accuracy value for the MLP algorithm was 90.43% +/- 3.35% in 

the training process and 93.87% in the testing process. This value was achieved by setting the training cycle 

configuration, number of ensembles, and number of generations to 45. At this figure, the precision was 

87.81% +/- 6.83% for training and 92.75% for testing, while the recall was 87.34% +/- 5.68% for the training 

process and 92.72% for training. Although testing was conducted until the three parameters reached 48, there 

was a risk of overfitting. This is evident from the increasingly significant discrepancy in accuracy scores 

between the training and testing processes, indicating that the testing method is overly reliant on a single 

model.  

By increasing the training cycle value, the number of ensembles, and the number of generations that 

affect the level of learning carried out by the algorithm, it shows that its performance is getting better, where 

previously the accuracy value obtained was 87.79% +/- 3.34% for the learning process and 85.16% for the 

testing process. In addition to increasing performance, increasing the value of the three parameters also 

affects the number of neurons in the hidden layer used in data processing, if previously in the default 

parameters, the number of neurons used was 43 units, then after the value of the three parameters was 

increased to reach the best value of 45, the number of neurons used became 145 units. The increase in 

performance, especially on the accuracy side, finally had an impact on reducing the number of incorrect data 

in the classification process. If in the initial test with the default parameters the number of incorrect data was 

46 data, then at the best accuracy value, the number of incorrect data dropped to 19 data. The wrong 

prediction data snippet can be seen in Figure 10. 

 

 

 
 

Figure 10. Incorrect data snippets in the data processing process using MLP with modified parameters 

 

 

4. CONCLUSION 

The purpose of this study was to test whether the MLP algorithm is capable of classifying weather 

conditions with a high level of accuracy and a low error rate. Through the tests that have been carried out and 

based on the performance values obtained, it can be concluded that the MLP algorithm is capable of 

classifying weather with a fairly high level of accuracy, which is 93.87% in the testing process. This test also 

shows that changing the training cycles, number of generations, and number of ensemble parameters that 

affect the learning ability of the MLP algorithm will significantly increase the accuracy of the MLP 

algorithm. The increase in performance has an impact on reducing the number of incorrect data in the 

classification process, where if in the initial test, the number of incorrect data was 46 data in the testing 

process, then in the process with the best level of accuracy, the number of incorrect data dropped to 19 data. 

However, this increase also has limitations, where when the three parameters are set to values that are  

to high, the resulting performance values tend to experience overfitting which is marked by a striking 

difference in accuracy values in the training and testing processes. Therefore, to obtain better accuracy  

values from this study, it is highly recommended to use superior algorithms such as deep learning in  

further research. 
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