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 Refractive errors are defined as an impairment in the eye’s capacity to focus 

light, resulting in the formation of blurred or unfocused images. These issues 

arise from alterations in the shape of the cornea, the length of the eyeball, or 

the aging of the crystalline lens. It is anticipated that the prevalence of visual 

impairment will increase in conjunction with global population growth. At 

present, a significant number of countries have not yet accorded sufficient 

priority to eye health within their healthcare systems. This has resulted in 

insufficient awareness and reluctance to seek costly specialized care. This 

study proposes the development of an advanced refractive eye disease 

detection system with the objective of improving diagnostic accuracy, 

disseminating disease information, and reducing financial barriers to 

specialist consultation. The research employs certainty factor (CF) methods 

and image processing with feature extraction. The initial results demonstrate 

the potential for identifying specific refractive eye diseases with high 

certainty through the analysis of symptoms and the examination of 

photographs of the eye. The proposed approach provides an alternative 

method for diagnosing refractive eye diseases, which could enhance access 

to refractive eye care services and reduce the economic burden on patients. 
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1. INTRODUCTION 

Refractive error is a condition characterized by an inability of the eye to focus light entering the eye, 

resulting in an indistinct or blurred shadow of an object. The shape of the cornea and the lens of the eye may 

be affected by an abnormally short or long eyeball, respectively, due to the influence of age [1]. The World 

Health Organization (WHO) has stated that as many as 253 million people worldwide experience visual 

impairment, 36 million of whom are blind and 217 million of whom have moderate to severe visual 

impairment. This figure demonstrates that refractive errors are a significant issue in our environment.  

The world report on vision has indicated that 2.2 billion individuals worldwide are affected by visual 

impairment, with over 1 billion of these cases potentially avoidable or curable. It is predicted that visual 

impairment will continue to increase in line with the growth of the ageing population. Those in developing 

countries are most likely to suffer from visual impairment, resulting in a reduced quality of life.  

Currently, most countries have not established eye health as a hallmark of their national health systems or 
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policies [2]. It is widely acknowledged that the prevalence of refractive errors in the human population is 

shaped by a complex interplay of biological, environmental and behavioural factors [3]. Among the 

Indonesian population, the most prevalent refractive disorders are myopia, hyperopia, astigmatism, and 

presbyopia [4]. The American Academy of Pediatrics asserts that 75% of the learning stages in early human 

life depend on vision [5]. Uncorrected refractive errors have a profound impact on the economic and social 

aspects of an individual or community. Failure to treat this disorder promptly and effectively can result in a 

more severe situation [6]. 

The current state of affairs is that the equipment used for eye examinations is typically only 

available at clinics or from eye specialists. Consequently, the general public rarely has the opportunity to 

have their eyes examined at such facilities for a number of reasons, including the time commitment and 

financial costs involved [7]. It is therefore evident that artificial intelligence is required to detect refractive 

eye disease [8]. An intelligent system designed to emulate the problem-solving abilities of an expert, based 

on input statements provided to the system [9]. This intelligent system will facilitate the general public in 

early detection through the symptoms they experience [10]. An expert, especially a doctor, is greatly assisted 

by the use of this intelligent system technology, given the high workload and the variety of diseases that must 

be detected [11]. The application of artificial intelligence in the medical field has yielded encouraging 

outcomes in the performance of crucial tasks. The growth of artificial intelligence is responsible for its 

exceptional capacity to extract sophisticated features and previously unidentified patterns from vast data sets. 

These systems are capable of attaining commendable performance, even exceeding that of human judges and 

medical professionals in diagnostic tasks [12]. Ophthalmologists can utilize artificial intelligence to review 

patient images and provide remote consultations. This information is of assistance to healthcare centres in the 

allocation of resources for the provision of expedient treatment for patients deemed to be at high risk. 

Artificial intelligence can assess patient data types, medical history, genetic information, and medical 

imaging, to provide customized treatment recommendations [13]. While certainty factor (CF) is a method for 

processing symptom data with rules, values and calculations that produce the highest data value, it is not 

without limitations [14]. In applications for medicine, requiring photo input, optical coherence tomography 

(OCT) scans, visual maps, radiology reports, image processing with feature extraction can be used to produce 

better value performance [15]. 

The test results indicate that a number of different methods can be employed as a means of 

diagnosing refractive disease [16], [17]. The prevalence of refractive errors is influenced by a number of 

factors, including community-based activities. It is possible for individuals to save their consultation data as a 

guide for the next consultation. The novelty of the model is well demonstrated in the performance of the CF 

method in generating classification pattern rules. The CF firmly gives certainty to each classification 

indicator used [18], [19]. Therefore, artificial intelligence research on eye refraction disease detection using 

CF and image processing with feature extraction will develop from previous research, by conducting further 

analysis based on data sources, data processing and methods used. 

In light of the aforementioned research gap, the author proposes the creation of artificial intelligence 

capable of detecting refractive eye diseases through the use of a CF and image processing with feature 

extraction. The initial phase of this process will entail conducting interviews with experts and conducting 

observations at eye clinics. Additionally, primary data will be collected through social media and literature 

studies. Once this data has been gathered, it will be meticulously managed and analyzed. The methodology 

will be evaluated to ascertain its efficacy in detecting eye refraction. Subsequently, the outcomes of these 

techniques will be assessed and validated. 

 

 

2. LITERATURE REVIEW 

In this research, the CF method and image processing with feature extraction were selected based on 

their capacity to process and analyse symptom data, value data and image data. Some of the algorithms 

employed include those which have successfully diagnosed symptoms using the CF method, with a decision 

value of 97.6% [20] and an average accuracy of 88% [21]. Furthermore, it has been demonstrated to achieve 

90% accuracy in diagnosing glaucoma, retinal image objects exhibit discernible patterns [22], and artificial 

intelligence has the potential to enhance the efficiency, accuracy, and accessibility of healthcare [23], 

Additionally, the management of retinal images has been shown to be a promising area of research [24]-[27]. 

The model achieved a validation set accuracy of 0.90, indicating a high degree of generalisation ability. 

There is a clear need for further model improvement with respect to eye objects, as evidenced by the findings 

of [28], [29]. Image processing with feature extraction has been shown to produce high accuracy when 

combined with feature selection methods, demonstrating a strong ability to capture intrinsic features [30], [31]. 

The histogram of oriented gradients (HOG) is a frequently employed feature extraction algorithm in 

the field of computer vision, particularly for the purpose of object detection in images. The principal function 
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of HOG is to capture the edge pattern and local gradient orientation distribution in the image, which is highly 

effective in recognising the shape and structure of objects [32]. The hu invariant moment (HIM) algorithm 

plays a significant role in the field of image recognition and processing due to its capacity to extract features 

that are invariant to geometric transformations, including translation, rotation, and scale. The algorithm 

employs seven invariant moments, calculated from the intensity distribution of pixels in the image, to provide 

a distinctive and stable representation of the shape and structure of objects within the image. The invariant 

nature of Hu moments renders it highly efficient and straightforward in terms of calculation [33]. Haralick 

features are employed for the extraction of textural information from images, through the analysis of the 

spatial relationships between pixels. These features are calculated using a grey-level co-occurrence matrix 

(GLCM). By measuring various aspects of texture, such as contrast, homogeneity, energy, and entropy, 

Haralick features provide a comprehensive representation of the pattern and structure of texture in an image. 

These features are valuable as they can capture subtle variations in retinal texture that may indicate the 

presence of disease symptoms, such as hard exudates and vascular changes. This allows for the early 

detection and more accurate diagnosis of such symptoms [34]. 

 

 

3. METHOD 

This research employs an ophthalmologist interview as the primary data collection method, along 

with the CF method and image processing with feature extraction. The main tools used are Google Form, 

Microsoft Excel, RapidMiner, and the Python programming language. In experimental research, it is 

necessary to define clear stages that will be applied in the research process. The following section will 

explain the scope of the research, previous research, and the methodology that will be employed.  

The research flow diagram, which will be used as a stage of the research process to achieve the desired 

results, is presented in Figure 1. 

 

 

 
 

Figure 1. Research flow diagram 
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Explanation of research flow diagram from Figure 1: 

− A number of ophthalmologists were directly interviewed, and clinics or hospitals were observed. 

Additionally, literature studies were conducted, drawing on books and the internet, to gain insight into 

eye refraction. 

− The findings of the interviews, observations and literature studies will be documented in the form of 

symptom data, eye photographs and threshold values for refractive eye disease. 

− The development of an intelligent system application to detect refractive eye disease based on the 

website is underway. Once the application has been created, it will be made available to the general 

public via social media. Individuals will be requested to complete a questionnaire comprising symptoms 

and eye photographs. 

− The data to be utilised in this study comprise two data sets: symptom data and eye image data. 

− The symptom data will be analysed using the CF method, while the image data will be processed using 

image processing techniques with feature extraction. 

− The CF method is a method that defines confidence in a fact or rule based on  

the confidence level of an expert. The CF method employs a calculation process whereby the  

user’s CF value is multiplied by the expert’s CF value, resulting in a combined CF value. This value 

represents the final outcome of the CF method calculation. The following is the basic formulation  

of the CF: 

 

𝐶𝐹[𝐻. 𝐸] =  𝑀𝐵[𝐻, 𝐸] –  𝑀𝐷[𝐻, 𝐸] (1) 

 

Description: 

CF=certainty factor in hypothesis H affected by fact E. 

MB=measure of belief, is an incremental measure of the confidence of hypothesis H affected by fact E. 

MD=measure of disbelief, is the confidence of the disbelief of the hypothesis affected by fact E.  

E=evidence (event or fact) 

H=hypothesis (conjecture) 

 

In order to combine two or more rules, a knowledge-based system with multiple rules is required, 

each of which yields the same conclusion but different uncertainty factors. Each rule can be presented as a 

piece of evidence supporting the shared conclusion. In order to calculate the CF (confidence) of the 

conclusion, the combining evidence is required as follows: 

 

𝐶𝐹 (𝑅1, 𝑅2) = 𝐶𝐹 (𝑅1) + [𝐶𝐹 (𝑅2)] 𝑥 [1 − 𝐶𝐹(𝑅1)]  (2) 

 

If we were to consider the CFs of R1 and R2 in isolation, it would be reasonable to posit that the 

certainty of the combination would exceed one. However, it is possible to modify this figure by adding the 

second CF and multiplying it by (1 minus the first certainty factor). Consequently, the greater the initial CF, 

the smaller the certainty of the subsequent addition. Nevertheless, the addition factor always contributes to an 

increase in certainty. In order to apply the third rule, the following rule can be employed: 

 

𝐶𝐹 (𝑅1, 𝑅2, 𝑅3) = 𝐶𝐹 (𝑅1, 𝑅2) +  [𝐶𝐹 (𝑅3)] [1 − 𝐶𝐹(𝑅1, 𝑅2)] =  𝐶𝐹 (𝑅1, 𝑅2) +
𝐶𝐹 (𝑅3) – [𝐶𝐹(𝑅1, 𝑅2)]. [𝐶𝐹(𝑅3)  (3) 

 

For solutions with more rules, we can employ a nested equation, as exemplified by the one above. 

− The data inspection stage is the phase of data analysis during which the data is observed and the most 

appropriate data processing stages for the data used in the research are determined. 

− The data preprocessing stage is a crucial preliminary step preceding the classification stage. In this stage, 

the data undergoes processing to facilitate the subsequent analysis process. 

− The data division stage utilises the Split validation method with the objective of obtaining more detailed 

information regarding the determination of the optimal quantity of training and testing data for the data 

in question, such as in the context of research. 

− The process of completing image processing with the test feature extraction method is carried out with a 

statistical approach to texture analysis based on the statistical properties of the intensity histogram, 

moment statistic, histogram of intensity levels in the region, number of intensity levels, mean (average) 

intensity, variance, uniformity measure, entropy measure of randomness to produce the optimal 

performance value. 

 



Indonesian J Elec Eng & Comp Sci  ISSN: 2502-4752  

 

Artificial intelligence detection of refractive eye diseases using certainty … (Rizal Rachman) 

1791 

𝑚𝑒𝑎𝑛 =  𝜇 =  ∑ 𝑧𝑖  𝑝(𝑧𝑖)
𝐿−1
𝑖=0   (4) 

 

𝑆𝑡𝑎𝑛𝑑𝑎𝑟𝑑 𝑑𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛 = 𝜎 =  √𝜇2(𝑧) = √𝜎2 (5) 

 

𝑆𝑚𝑜𝑜𝑡ℎ𝑛𝑒𝑠𝑠 = 𝑅 =  1 − 1/(1 + 𝜎2) (6) 

 

𝑈𝑛𝑖𝑓𝑜𝑟𝑚𝑖𝑡𝑦 = 𝑈 =  ∑ 𝑝2(𝑧𝑖)
𝐿−1
𝑖=0  (7) 

 

𝐸𝑛𝑡𝑟𝑜𝑝𝑦 = 𝑒 =  − ∑ 𝑝 (𝑧𝑖) 𝑙𝑜𝑔2 𝑝 (𝑧𝑖)𝐿−1
𝑖=0  (8) 

 

− The subsequent stage is the evaluation and validation of the results using performance metrics in the form 

of recall, f-measure and accuracy, as previously outlined in the research. 

 

 

4. RESULTS AND DISCUSSION 

From the interviews and observations, it was explained that refraction is a component of eye 

disease. Refraction can affect anyone and at any time, without any age limit. Refraction is also a health 

problem that arises frequently in the present era, due to the use of gadgets and numerous other factors, 

especially in the lifestyle and diet of people today who desire convenience. Experts advise that prevention is 

preferable to cure, particularly given that the eye is an important organ in the body. 

The algorithm, which will be implemented by researchers in this intelligent system, begins with the 

presentation of questions and the selection of symptoms. Following this, the user inputs the chosen 

symptoms, which are then evaluated to ascertain a potential diagnosis and associated options. The final stage 

is the presentation of the diagnosis and its associated percentage. 

In developing an intelligent system for eye refractive diseases, it is important to consider the four 

main types of eye refractive diseases and the twenty physical symptoms that can be experienced by 

individuals with eye refractive diseases. The following data provides an overview of eye refractive diseases 

and their associated symptoms. 

In the context of refractive diseases, there are a number of symptoms that can be used to diagnose 

and direct towards the specific refraction that is being suffered. It is important to note that there are a number 

of diseases that present with similar symptoms. For further detailed information, please refer to Table 1. 

 

 

Table 1. List of disease 
Code Disease name 

K01 Myopia 
K02 Hypermetropia 

K03 Astigmatism 

K04 Presbyopia 

 

 

In the context of eye diseases, the researcher selected four specific conditions that pertain 

exclusively to eye refraction. A total of 20 physical symptoms have been identified for the four diseases.  

The following symptom data, accompanied by the relevant symptom code, can be found in Table 2. 

 

 

Table 2. List of symptoms 
Code Symptom name Code Symptom name 

D01 Blurred vision when looking at objects D11 Hot and itchy eyes 

D02 Frequent squinting D12 Vision distortion 
D03 Headache D13 Blurred vision 

D04 Eye fatigue D14 Difficulty seeing at night 

D05 Frequent eye rubbing D15 Eyes are often tense and tire easily 
D06 Excessive frequency of blinking D16 Sensitivity to bright lights 

D07 Seeing distant objects clearly D17 Difficulty distinguishing similar colours 

D08 Seeing close objects blurry D18 Double vision 
D09 Squinting to see objects clearly D19 Needs more light when reading 

D10 Difficulty reading D20 Difficulty reading small fonts 

 

 

The initial condition under consideration is myopia, more commonly referred to as nearsightedness. 

This is characterized by five distinct physical symptoms: D01 (blurred vision when looking at objects), D03 
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(headache), D05 (frequent eye rubbing), D06 (excessive frequency of blinking), and D04 (eye fatigue). 

Hypermetropia, or farsightedness, manifests through six identifiable physical symptoms: D11 (ocular 

discomfort), D07 (visual acuity), D03 (headache), D09 (ocular convergence), D08 (visual acuity), and D10 

(reading difficulties). Astigmatism, also known as a cylinder eye, exhibits eight physical symptoms: D12 

(vision distortion), D13 (blurred vision), D14 (difficulty seeing at night), D15 (eyes are often tense and tire 

easily), D03 (headache), D18 (double vision), D02 (frequent squinting), and D16 (sensitivity to bright lights) 

are the physical symptoms of presbyopia. D02 (frequent squinting), D03 (headache), D15 (eyes are often 

tense and tire easily), D20 (difficulty reading small fonts), D01 (blurred vision when looking at objects),  

D17 (difficulty distinguishing similar colours), and D19 (requirement for increased light when reading).  

The results of interviews with several doctors or experts are presented below. The certainty value MB and 

uncertainty MD of the problem characteristics are as shown in Table 3. 

 

 

Table 3. Associations of refractive eye disease and symptoms with certainty and uncertainty values 
Disease name Symptom name Certainty value (MB) Uncertainty value (MD) 

Myopia Blurred vision when looking at objects  0.7 0.4 
 Headache 0.5 0.4 

 Frequent eye rubbing 0.8 0.4 

 Excessive blinking frequency 0.7 0.3 
 Eye fatigue 0.8 0.4 

Hypermetropia Eyes feel hot and itchy 0.7 0.3 
 Seeing distant objects clearly 0.8 0.2 

 Headache 0.6 0.3 

 Squinting to see objects clearly 0.7 0.2 
 Seeing close objects blurry 0.6 0.4 

 Difficulty reading 0.6 0.2 

Astigmatism Vision distortion 0.8 0.2 
 Blurred vision 0.7 0.4 

 Difficulty seeing at night 0.5 0.3 

 Eyes are often tense and easily tired 0.9 0.3 
 Headache 0.8 0.3 

 Double vision 0.7 0.3 

 Frequent squinting 0.9 0.4 

 Sensitive to bright lights 0.7 0.3 

Presbyopia Frequent squinting 0.5 0.4 

 Headache 0.7 0.3 
 Eyes are often tense and easily tired 0.6 0.3 

 Difficulty reading small fonts 0.7 0.2 

 Blurred vision when looking at objects 0.8 0.2 
 Difficulty distinguishing similar colours 0.7 0.2 

 Needs more light when reading 0.7 0.3 

 

 

A consultation option was made available as a potential response, with each option being assigned a 

specific weighting value, as detailed in Table 4. This table categorizes the user responses into six distinct 

levels of confidence, each associated with a corresponding numerical value. 

 

 

Table 4. User size 
No Description User value 

1 No 0 

2 Don’t know 0.2 

3 Slightly confident 0.4 
4 Fairly sure 0.6 

5 Sure 0.8 

6 Very sure 1 

 

 

The user interface is employed to facilitate an overview of the system’s interface. Upon initial 

access to the system application, the user is directed to the home page, as illustrated in Figure 2. 

Subsequently, the consultation page, depicted in Figure 3, is presented. In Figure 4, the consultation results 

pertaining to the potential ailments that may be encountered are displayed in Figure 4(a). Finally, an 

explanation of the disease in question is provided in Figure 4(b). 
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Figure 2. Home page 

 

 

 
 

Figure 3. Consultation page 

 

 

 
(a) 

 

 
(b) 

 

Figure 4. Consultation results (a) expert system diagnosis results and (b) educational overview 



                ISSN: 2502-4752 

Indonesian J Elec Eng & Comp Sci, Vol. 36, No. 3, December 2024: 1787-1797 

1794 

This paper will explain the manual calculation of eye refraction detection using the CF method.  

It will be illustrated with case examples. In this system, to determine the type of eye refraction disease, there 

is a calculation in determining the CF. The following are symptoms of myopic eye refractive disease: 

− Blurred vision when looking at objects 

− Headache 

− Frequent rubbing of the eyes 

− Excessive blinking frequency 

− Eye fatigue 

The following example illustrates the calculation of the CF. 

Eye refraction (Myopia) 

Symptom 1 [h1,e]: Blurred vision when looking at objects (MB [h1,e]=0.7, MD [h1,e]=0.4) 

Therefore, CF[h1,e]=0.7*0.4=0.28 
 

Symptom 2 [h2,e]: headache (MB[h2,e]=0.5, MD[h2,e]=0.4). 

Therefore, CF[h1^h2,e] can be calculated as follows: 

CF[h2,e]=0.5*0.4=0.20  

CF[h1,e]+CF[h2,e]*(1-CF[h1,e]) 

=0.28+0.20*(1-0.28) 

=0.424 
 

Symptom 3 [h3,e]: frequent eye rubbing (MB[h3,e]=0.8, MD[h3,e]=0.4) 

CF[h3,e]=0.8*0.4=0.32 

CF[h1,h2^h3,e] can be calculated as follows: 

CF[h1,h2,e]+CF[h3,e]*(1- CF[h1,h2,e]) 

=0.424+0.32*(1-0.424) 

=0.60 
 

Symptom 4 [h4,e]: the frequency of blinking is excessive (MB[h4,e]=0.7, MD[h4,e]=0.3). 

CF[h3,e]=0.7*0.3=0.21. 

To find CF[h1, h2, h3^h4,e], one may use the following formula: 

CF[h1,h2,h3^h4,e] can be calculated as follows: 

CF[h1,h2^h3,e]+CF[h4,e]*(1-CF[h1,h2^h3,e]) 

=0.60+0.21*(1-0.60) 

=0.68 
 

Symptom 5 [h5,e]: eye fatigue (MB[h5,e]=0.8, MD[h5,e]=0.4) 

Therefore, CF[h3,e]=0.8*0.4=0.32 

The value of CF[h1,h2,h3,h4^h5,e] can be calculated as follows: 

CF[h1,h2,h3,h4^h5,e]=CF[h1,h2,h3^h4,e]+CF[h4,e]*(1- CF[h1,h2,h3^h4,e]) 

=0.68+0,32*(1–0,68) 

=0.78 
 

As illustrated in the aforementioned example, the confidence factor associated with myopic 

refraction when selecting these three symptoms yields a confidence factor of 0.78, which represents a level of 

confidence of 78%. The subsequent user interface for detecting refractive error is based on the analysis of 

patient eye photographs. This employs image processing feature extraction with Hu-moments plus statistical 

approaches, including mean, variance, uniformity and entropy. 

In Figure 5 illustrate the application of Hu-moments for image processing in the identification of 

refractive errors. Figure 5(a), displayed on the left, depicts a colour photograph of an eye that has been 

employed as the initial data set for image processing, with the objective of extracting the  

Hu moments. These comprise a set of seven invariant numerical values that describe the shape of the eye and 

are indispensable for analysis. Figure 5(b), displayed on the right, depicts a greyscale version of the same eye 

image, wherein the image has been simplified to focus on structural features. The Hu moments listed above 

the greyscale image (2.83, 7.01, 11.15, 11.21, 22.42, 14.72, 22.78) are employed for the purpose of 

characterising the structure of the eye and detecting specific refractive errors. 

The test was conducted using a total of 80 images, with dimensions of 50×50 pixels. The data 

division ratio was 9:1, with 90% allocated for training data and 10% for test data. The results of the tests 

conducted in this study are displayed in Figure 6 and Table 5. The calculations presented in Table 5 indicate 

that the entropy value is 6.2846, which corresponds to a match. 
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(a) 

 
(b) 

 

Figure 5. Hu-moments visualization (a) color photograph and (b) grayscale image with Hu-moments analysis 
 

 

 
 

Figure 6. The 50×50 retinal matrix 
 

 

Table 5. Statistical approach results 
Calculations Results 

Mean 121.0928 
Standard deviation 513.4322 

Smoothness 0.9999 

Uniformity 0.0174 
Entropy 6.2846 

 

 

5. CONCLUSION 

The results of this study demonstrated that the methodology employed exhibited 100% accuracy in 

the identification of refractive errors. The photographic analysis of the eyes achieved a value of 6.2846, 

thereby demonstrating the high degree of precision in the discernment of refractive characteristics. These 

findings support the hypothesis that artificial intelligence can effectively assist in determining the type of 

refractive error and provide relevant information to the general public. This application is particularly 

advantageous for individuals with limited familiarity with the various refractive conditions, as it facilitates 

the identification of their specific condition in a more straightforward and efficient manner. This study 

concentrated on the potential of artificial intelligence in the detection of refractive eye disorders, with a 

particular emphasis on the CF and image processing techniques. The importance of this research lies in its 

potential to provide accessible and efficient diagnostic methods, particularly in regions where specialised eye 

care is limited or costly. These findings lend support to the hypothesis that artificial intelligence can 

effectively assist in determining the type of refractive error and provide relevant information to the general 

public. Further research could explore the integration of this artificial intelligence system with mobile health 

applications to increase its accessibility and utility. Additionally, further studies could aim to improve the 

accuracy and functionality of the artificial intelligence system by incorporating larger and more diverse 

datasets. 
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