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 In modern times, social networks have become ubiquitous platforms 

facilitating widespread information dissemination, resulting in significant 

daily data generation. This increase in data production encompasses a wide 

range of user-generated content, which in turn promotes the proliferation of 

fraudulent users creating fake profiles and engaging in deceptive activities. 

This article aims to address this challenge by employing machine learning 

algorithms to accurately identify fake profiles. The research involves a 

thorough analysis of various user behaviors, engagement metrics, and 

content attributes within social platforms. The primary goal is to develop 

robust models capable of effectively detecting deceptive profiles by 

meticulously examining user activities and content characteristics. The study 

explores the application of robust methodologies such as K-means and  

K-medoids clustering, alongside supervised machine learning classifiers 

including K-nearest neighbors (KNN), support vector machine (SVM), 

Bernoulli Naïve Bayes (NB), logistic regression, and linear support vector 

classification (SVC), specifically tailored for the detection of fake profiles. 
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1. INTRODUCTION 

The rapid expansion of social media platforms in recent years has profoundly impacted various 

societal realms, particularly in marketing and celebrity self-promotion, which have significantly broadened 

their follower and fan bases. While these platforms offer extensive benefits such as widespread information 

dissemination, they also introduce challenges related to privacy, misinformation, and online security.  

A critical issue among these challenges is the widespread presence of fake profiles, which pose risks by 

disseminating misinformation, engaging in fraudulent activities, and compromising the privacy of genuine 

users. Addressing the complex challenges posed by fake profiles requires a comprehensive approach 

integrating technological solutions aimed at detecting, preventing, and mitigating the negative impacts 

associated with these deceptive entities. This study focuses on harnessing machine learning algorithms to 

accurately detect fake profiles on social networks. By meticulously analyzing user behaviors, engagement 

metrics, and content characteristics within these platforms, the goal is to develop robust models capable of 

effectively identifying deceptive profiles. 

Existing studies are carried out with supervised algorithms which are generally more accurate for 

specific tasks with labeled data, while unsupervised algorithms are better for discovering hidden structures in 

unlabeled data. In our approach, we have opted for a mixture of both types of algorithm, which allows us to 

take advantage of the strengths of each method, using unsupervised algorithms to explore and prepare the 

https://creativecommons.org/licenses/by-sa/4.0/
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data before applying supervised methods for accurate predictions. This combination is often used to optimize 

performance in situations where labeled data is scarce or expensive to obtain, and also to get the best results 

in terms of time and accuracy in detecting false profiles in a big data context. 

This paper’s primary contribution lies in developing a model that utilizes various machine learning 

algorithms to analyze large datasets and identify patterns indicative of fake profiles with heightened 

accuracy. Additionally, the study identifies and examines pertinent features that distinguish genuine from 

fake profiles, such as user followers, friends, favorites, and status count, providing valuable insights into the 

characteristics of deceptive accounts. The remainder of this paper is structured as follows: section 1 provides 

an extensive literature review focusing on different machine learning techniques employed in detecting fake 

profiles. Section 2 elaborates on the methodology used in this study, detailing the dataset, data preprocessing 

steps, and the extracted features for analysis. In section 3 presents the results and discusses findings, 

emphasizing the effectiveness of the proposed approach. Finally, section 4 draws conclusions from the study 

and outlines recommendations for future research efforts in this field. 

 

 

2. STUDIES AND METHOD 

2.1.  Related studies 

The literature review comprehensively examines previous studies and methodologies employed for 

detecting fake profiles on social media platforms. Various methods categorize profiles based on account 

activity, response rates to requests, volume of communications, and other profile characteristics. Some 

models are graph-based, while others focus on distinguishing between cyborgs and bots using specific 

techniques. Additionally, spam detection based on certain keywords in messages has been applied to identify 

fraudulent social media profiles. In 2008, Sybil Rank was developed to mitigate the impact of Sybil attacks 

on social media, restricting random walk encounters and utilizing Kleinberg’s synthetic social network 

dataset. Concurrently, Sybil Restriction employed a similar approach but emphasized rapid convergence 

outside the Sybil zone using random variables and frequency-based ranking. In 2009, Sybil-infer utilized 

randomized walks and rapid convergence outside the non-Sybil area, employing model-based sampling, 

greedy algorithms, and Bayesian networks with probabilistic threshold selection. Mislove’s algorithm in 

2010 selected profiles from the Facebook dataset based on metric-adjusted conductivity using greedy search. 

The Facebook Immune System, introduced in 2011, integrated random forest, support vector machine 

(SVM), and boosting techniques for detection, employing feature loops selection on the Facebook dataset. 

Ramalingam and Chinnaiah [1], Hajdu et al. [2] introduced a regression approach ranking profiles based on 

interactions, tagging, and wall postings, where lower rankings indicate false accounts compared to genuine 

ones, although its reliability was questioned. Swe and Myo [3] developed a blacklist distinguishing between 

fake features and accounts, while another proposed Wanda and Jie [4], utilizing a supervised learning 

algorithm within a dynamic CNN framework for detection. Kodati et al. [5] combined SVM, random forest, 

and AdaBoost for detecting fake online social network (OSN) accounts, Meshram et al. [6] specifically used 

regression analysis and random forest classifiers to identify fake Instagram accounts. Various related works 

by Chakraborty et al. [7] and Ahmed et al. [8] have also contributed to this evolving field. 

 

2.2.  Method (machine learning classification and clustering models) 

2.2.1. Supervised machine learning algorithms 

A. The K-nearest neighbors machine learning algorithm: 

The K-nearest neighbors (KNN) algorithm is a straightforward method for data classification. It 

operates as a non-parametric, supervised machine learning algorithm suitable for both classification and 

regression tasks. The fundamental goal of KNN is to classify new data points based on the attributes of 

nearby training data points [9]. Here’s how the algorithm typically works: 

− Specify the number of nearest neighbors KKK to consider. 

− Define the training dataset D(yj) D(y_j) D(yj). 

− Calculate the distance d(xi, yj) d(x_i, y_j) d(xi, yj) between the new observation xix_ixi and each point 

yjy_jyj in the training data. Various distance metrics can be used, with Euclidean distance being the 

default choice. 

− Sort the distances in ascending order. 

− Select the first KKK entries with the smallest distances. 

− Classify the observation xix_ixi based on the majority class of its KKK nearest neighbors. 

KNN offers several advantages: 

− Simplicity and ease of implementation: KNN is straightforward to understand and implement, making it 

accessible even for beginners in machine learning. 
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− Versatility: it can be applied to classification, regression, and search problems. In classification tasks,  

it predicts the class based on the most prevalent class among its neighbors. For regression, it predicts the 

value based on the average (or weighted average) of its neighbors’ values. 

Overall, KNN is valued for its simplicity, versatility across different types of problems, and effectiveness in 

scenarios where the decision boundary is not linear or where the data distribution is not known in advance. 

 

B. The support vector machine machine learning algorithm 

The SVM is a supervised machine learning algorithm utilized for classification, regression, and 

anomaly detection [10]. It originated in 1992 from a statistical learning theory developed by Vladimir 

Vapnik, Boser, and Guyon, gaining rapid adoption due to its capability to handle high-dimensional data, 

theoretical underpinnings, and practical effectiveness. SVMs are appreciated for their simplicity, requiring 

few parameters compared to other models. In practice, SVMs are widely used for binary classification tasks 

[11], implemented through libraries such as Scikit-learn in Python (sklearn.svm module). This allows users to 

solve both classification and regression problems efficiently. 

The SVM operates by finding optimal decision boundaries or hyperplanes as shown in in an  

N-dimensional space [12], where N represents the number of features in the dataset. These hyperplanes act as 

decision boundaries to distinctly classify data points [13]. The primary objective of SVM is to maximize the 

margin between classes, which refers to the distance between the nearest data points of different classes. 

Instances of data that lie closest to these separating hyperplanes are termed support vectors [14], [15]. 

Maximizing this margin allows for more confident classification of future data points, can be seen in  

Figure 1. 

The versatility of SVM extends to various applications, including: 

− Image classification: SVMs are known for achieving high accuracy in tasks such as image classification 

and segmentation. 

− Text and hypertext categorization: they can reduce the dependency on labeled data, making them 

effective in categorizing textual and web content. 

− Handwritten characters recognition: SVMs exhibit strong performance in recognizing handwritten 

characters. 

− Proteins classification in biology: they are applied to classify proteins in biological research. 

Overall, SVMs are robust tools in machine learning, valued for their ability to handle complex datasets and 

deliver reliable results across diverse domains. 

 

 

 
 

Figure 1. Optimal hyper plane and support vectors 

 

 

C. The logistic regression 

Logistic regression is a statistical method primarily employed for binary classification tasks, 

predicting the probability that an instance belongs to a specific category. Despite its name, logistic regression 

functions as a classification algorithm rather than a regression algorithm. It is designed to model the 

probability of an instance belonging to a particular class based on input features. 

This method is particularly well-suited for binary classification problems where the outcome 

variable (dependent variable) has two possible outcomes. Logistic regression is chosen when the dependent 

variable is dichotomous, meaning it has two categories or levels. It is used to analyze and explain the 

relationship between a binary outcome variable and one or more independent variables, which can be 

nominal, ordinal, interval, or ratio-level variables [16]. 
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In essence, logistic regression estimates the probability of a binary outcome based on predictor 

variables, providing insights into the likelihood of an instance belonging to a specific class. It is widely 

applied in various fields for tasks such as predicting customer churn, medical diagnoses, credit scoring, and 

more, where understanding the probability of an event occurring is crucial for decision-making. 

 

D. The linear support vector classification 

Linear support vector classification (SVC), short for linear SVC, is a variant of the SVM algorithm 

tailored for both binary and multiclass classification tasks. Unlike traditional SVMs that seek a hyperplane to 

separate data into distinct classes, linear SVC specifically focuses on achieving linear separation. Its 

objective is to identify a hyperplane within the feature space that effectively divides instances belonging to 

different classes. 

The primary aim of linear SVC is to establish a hyperplane that maximizes the margin of separation 

between classes. This margin represents the distance between the hyperplane and the closest data points from 

each class, known as support vectors. By optimizing a convex quadratic programming problem, linear SVC 

determines the coefficients and bias terms that define the separating hyperplane. This optimization process 

aims to minimize classification errors while ensuring the largest possible margin between classes. 

In practical terms, linear SVC is advantageous for scenarios where the relationship between features 

and classes can be effectively modeled using a linear decision boundary. It is widely used in applications 

such as text categorization, image recognition, and sentiment analysis, where linear separation suffices to 

achieve accurate classification results. Overall, linear SVC provides a computationally efficient approach to 

binary and multiclass classification problems by leveraging the principles of SVMs, emphasizing simplicity 

and effectiveness in separating data points across different classes. 

 

E. The Bernoulli Naive Bayes (Bernoulli NB) 

The Bernoulli NB algorithm is a probabilistic classification method belonging to the NB family.  

It is specifically designed for binary classification tasks where each feature represents a binary attribute.  

At its core, the NB algorithm operates based on Bayes’ theorem [17], which calculates the probability of a 

hypothesis given observed evidence. The “Naïve” assumption in NB is that features are conditionally 

independent given the class label, simplifying probability calculations. 

Bernoulli NB is a specialized variant of NB suited for datasets with binary features, where each 

feature is a binary variable indicating presence or absence (e.g., presence of a term in a document, spam or 

not spam). In Bernoulli NB, the input is a feature vector where each element represents a binary variable. 

Typically, the presence of a feature is denoted by 1, and its absence by 0. 

In practice, Bernoulli NB is effective for tasks such as text classification (e.g., identifying spam 

emails), where features are binary indicators of specific terms or characteristics. Its simplicity and efficiency 

make it suitable for large-scale datasets and real-time applications, leveraging the probabilistic framework of 

NB to make reliable predictions based on binary feature inputs. 

 

2.2.2. Unsupervised machine learning algorithms 

A. The K-means algorithm 

Data clustering involves grouping items so that those within the same group are more similar to each 

other than to those in other groups [18]. The primary goal is to identify homogeneous subgroups within the 

data that share common characteristics [19], using similarity measures like Euclidean distance or correlation-

based metrics. Unlike supervised learning, clustering is unsupervised, meaning there are no predefined labels 

to guide the grouping process; instead, it aims to uncover inherent structures within the data. 

Among clustering algorithms, K-means is widely recognized and utilized. It operates iteratively to partition a 

dataset into K-distinct clusters, where each data point belongs exclusively to one cluster [20].  

The fundamental objective of K-means is to minimize intra-cluster variability while maximizing inter-cluster 

differences [21]. Essentially, this means making data points within each cluster as similar as possible while 

ensuring dissimilarity between clusters. 

The K-means algorithm follows these steps in unsupervised machine learning: 

− Specify the number of clusters KKK. 

− Initialize centroids: initially, shuffle the dataset and randomly select K-data points as centroids without 

replacement. 

− Iterate until convergence: continue iterating until centroids no longer change, indicating stabilization in 

cluster assignments. 

− Assign data points to clusters: calculate the distance between each data point and all centroids, assigning 

each data point to the closest centroid. 
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− Update centroids: recompute centroids by averaging the positions of all data points assigned to each 

cluster. 

K-means is favored for its ability to handle large datasets efficiently, offering relatively fast 

computation times [22]. It is commonly applied in various fields for tasks such as customer segmentation, 

image compression, and anomaly detection, where uncovering natural groupings in data is essential for 

analysis and decision-making. 

 

B. The K-medoids algorithm 

The partitioning around medoids (K-medoids) algorithm is a variant of the K-means algorithm that 

differs in its use of medoids rather than means as centroids. A medoid within a cluster is an object that 

minimizes the average dissimilarity to all other objects in that cluster. The K-medoids algorithm starts by 

computing K-medoids and then assigns each object in the dataset to the nearest medoid based on a chosen 

distance metric. Subsequently, it evaluates the cost of swapping a data point PiP_iPi with a medoid MiM_iMi 

to potentially improve the clustering arrangement [23]. 

To outline the steps of the K-medoids algorithm: 

− Step 1: select the initial K points as medoids. 

− Step 2: evaluate the cost associated with swapping each selected medoid with each unselected data point. 

− Step 3: choose the swap that results in the lowest cost. 

− Step 4: repeat until no further improvements in cost can be achieved, where each unselected point is 

compared to its closest selected medoid [24]. 

The K-medoids algorithm is effective in scenarios where the choice of a representative object (medoid) is 

crucial, such as in biological clustering or market segmentation, where identifying the most typical or 

representative member of a group is essential for accurate analysis and decision-making. 

 

 

3. RESULTS AND DISCUSSION 

3.1.  Supervised algorithm application results 

3.1.1. Building the classification model 

Training: this consists of two modules, training and testing, each using a part of the feature base 

subdivided into two parts, the training base and the test base. The training module uses the training base to 

provide a decision model, while the test module uses the test base to measure the performance of the model 

provided. 

Use: this is the last and most important phase in our system. After having a better performance rate, 

or after having built the best model in the previous phase, we must use it on new unprocessed information, 

and the model that allows us to predict the class of the new situation if it is false or true with a degree of 

confidence as shown in Figure 2. 

 

 

 
 

Figure 2. Usage process 

 

 

In this phase, we apply five supervised machine learning algorithms to the profiles mentioned 

earlier: logistic regression, linear SVC, KNN, SVM, and Bernoulli NB. These experiments are conducted 

using Scikit-learn [25], [26], a Python-based machine learning library that offers a wide array of tools and 

models for streamlined implementation of machine learning algorithms. 

Following data cleaning to remove outliers and enhance data quality, we carefully selected a subset 

of features deemed pertinent for the model development process. These selected features are essential for 

training and evaluating the performance of each algorithm in our analysis. The Table 1 is an extract from our 

dataset. 
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Table 1. Extract from our database 
 id statuses 

_count 

followers_count freinds_count favourites _count listed_count profile_use_ 

background_image 

isFake 

0 3610511 20370 5470 2385 145 52 1.0 0 

1 5656162 3131 506 381 9 40 1 .0 0 

1 5682702 4024 264 87 323 16 1 .0 0 
3 6067292 40586 640 622 1118 32 1.0 0 

4 6015122 2016 62 64 13 0 1 .0 0 

 

 

The purpose of model evaluation is to assess how well a model will perform on new, unseen data, 

known as out-of-sample data. It is crucial not to evaluate a model on the same data used for training because 

this can lead to overfitting [27], where the model memorizes the training data rather than learning general 

patterns, thus hindering its ability to generalize. After training on the training set, the performance of each 

model is evaluated using the test set, focusing on three key metrics: accuracy, precision, and recall. 

− Logistic regression: the logistic regression algorithm achieved an accuracy of 48%, indicating moderate 

performance. 

− Linear SVC: the linear SVC algorithm also achieved an accuracy of 48%, suggesting similar performance 

to logistic regression. 

− SVM: the SVM algorithm achieved a high accuracy of 94%, indicating strong predictive capability. 

− KNN: the KNN algorithm achieved a very high accuracy of 97%, demonstrating excellent performance. 

− Bernoulli NB: the Bernoulli NB algorithm achieved a high accuracy of 96%, indicating robust 

performance in classification tasks. 

These accuracy scores reflect how well each algorithm generalized to the test data after being 

trained on the training set. Higher accuracy scores generally indicate better performance, with SVM, KNN, 

and Bernoulli NB showing particularly strong results in this evaluation. These metrics provide insights into 

the effectiveness of each algorithm in making accurate predictions on new, unseen data. 

 

3.1.2. Summary table 

Table 2 summarizes the prediction accuracy of the algorithms employed in the study. Among them, 

KNN, SVM, and Bernoulli NB demonstrate notably superior performance compared to linear SVC, SVM, 

and logistic regression. Specifically, KNN achieves the highest accuracy and precision, achieving 

approximately 97%. This indicates that KNN effectively predicts outcomes with a high degree of accuracy 

compared to the other algorithms tested. Overall, the Table 2 underscores the effectiveness of KNN, SVM, 

and Bernoulli NB in achieving robust prediction accuracy, highlighting their suitability for the specific 

classification tasks evaluated in this study. 

 

 

Table 2. Prediction accuracy of our algorithms 
Classification algorithm Accuracy Precision 

Logistic regression 48% 52% 

Linear SVC 48% 52% 

SVM 94% 90% 
Bernoulli NB 96% 93% 

KNN 97% 97% 

 

 

In summary, our study evaluates several machine learning algorithms using the Scikit-learn library 

in Python. In Figure 3 results highlight varying levels of accuracy and precision among these algorithms,  

as depicted in Figures 3(a) and 3(b) which is made up of two graphs, the grey graph shows the accuracy and 

the blue graph shows the precision resulting from the application of different machine learning algorithms to 

our test base. Specifically, KNN, Bernoulli NB, and SVM demonstrate significantly higher accuracy rates, 

achieving approximately 97%, 96%, and 94% respectively. In contrast, logistic regression and linear SVC 

exhibit comparatively lower accuracy in our evaluation. These findings underscore the effectiveness of KNN, 

Bernoulli NB, and SVM in accurately predicting outcomes for the tasks considered in our study.  

They emphasize the importance of selecting appropriate machine learning algorithms based on the specific 

characteristics and requirements of the dataset and the problem domain. 

 

3.2.  Effect of unsupervised algorithms 

Initially, we remove the segmentation of our dataset by excluding the “is_fake” field. To achieve the 

highest accuracy for our model, it’s essential to determine the optimal number of clusters, denoted as k,  
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for our dataset. The Elbow method [28]-[30] is widely used to identify this optimal k value. After training our 

model with various values of k using both the training and testing datasets, we determine that the optimal k 

value for our model is 3, as illustrated in Figure 4. This approach helps us establish the number of clusters 

that best organizes our data while maximizing the accuracy of our clustering model. 

Figure 5 displays the clustering outcome of our data, where cases are grouped into three distinct 

clusters represented by colors: yellow, purple, and green. These clusters are determined based on the six 

parameters depicted in Table 1. This visualization is generated using the matplotlib library in Python [31], 

[32], allowing us to visually understand how our data points are distributed across different clusters. It 

provides a clear representation of how the clustering algorithm has organized our dataset based on the 

selected parameters. 

 

 

  
(a) (b) 

 

Figure 3. The overall prediction (a) accuracy and (b) precision of supervised algorithms 

 

 

 
 

Figure 4. Error rate vs K-value 

 

 

 
 

Figure 5. Partition of cases into three clusters 
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3.2.1. Combination of the K-means and the supervised machine learning algorithms 

The Table 3 provides a summary of the impact of the K-means algorithm on the performance of 

various algorithms previously evaluated (KNN, SVM, linear SVC, Bernoulli NB, logistic regression). 

Notably, KNN, Bernoulli NB, and SVM demonstrate significantly higher accuracy rates and precision levels 

(97%, 93%, and 90%, and 87%, 86%, 86% respectively) compared to logistic regression and linear SVC. 
 

 

Table 3. Performance and precision comparison before and after inclusion of K-means clustering 
Classification algorithm Accuray before K-means Accuracy after K-means Precision before K-means Precision after K-means 

Logistic regression 48% 87% 52% 87% 

Linear SVC 48% 87% 52% 87% 

SVM 94% 86% 90% 86% 
Bernoulli NB 96% 86% 93% 86% 

KNN 97% 87% 97% 87% 

 

 

These results underscore the effectiveness of K-means clustering in enhancing the performance of 

classification algorithms, particularly for tasks where grouping data into clusters based on similarity 

improves predictive accuracy and precision. They highlight the importance of integrating clustering 

techniques like K-means to optimize the outcomes of machine learning models in various application 

domains as indicated in Figure 6 which is made up of two graphs, in Figure 6(a) the graph in gray 

schematizes the accuracy after applying both the K means algorithm of clustering with the various supervised 

machine learning algorithms above-mentioned, to our test base and the graph in blue schematizes the 

precision in Figure 6(b). 
 

 

  
(a) (b) 

 

Figure 6. The overall prediction (a) accuracy and (b) precision of supervised algorithms  
 

 

The impact of the K-means algorithm on our data is striking, particularly in enhancing both 

precision and accuracy across several algorithms that initially yielded lower results. This improvement is 

especially notable for algorithms that previously showed lower performance metrics. K-means clustering has 

effectively contributed to refining the predictions and classifications made by these algorithms, highlighting 

its role in optimizing model outcomes through better data organization and cluster-based analysis. 
 

3.2.2. Combination of the K-medoids and the supervised machine learning algorithms 

Table 4 provides a summary of how the K-medoids algorithm influences the performance of the 

algorithms analyzed in the previous section (KNN, SVM, linear SVC, Bernoulli NB, and logistic regression). 

Indeed, KNN, Bernoulli NB, and SVM demonstrate significantly higher accuracy and precision rates (97%, 

93%, and 90%, and 99%, 95%, and 90% respectively) compared to logistic regression and linear SVC. 
 

 

Table 4. Performance and precision comparison before and after inclusion of K-medoids clustering 
Classification 

algorithm 
Accuray before 

K-medoids 
Accuracy after 

K-medoids  
Precision before 

K-medoids 
Precision after 

K-medoids 

Logistic regression 48% 91% 52% 91% 

Linear SVC 48% 91% 52% 91% 

SVM 94% 90% 90% 90% 
Bernoulli NB 96% 95% 93% 95% 

KNN 97% 99% 97% 99% 
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These results underscore the impactful role of the K-medoids algorithm in enhancing the predictive 

capabilities of these algorithms. By focusing on medoids rather than centroids, K-medoids effectively refines 

clustering decisions, thereby optimizing the performance of classification algorithms in various data-driven 

tasks which explains the values shown in Figure 7. Which is made up of two graphs, in the Figure 7(a) gray 

schematizes the accuracy after applying both the K-medoids as unsupervised algorithms with the various 

supervised machine learning algorithms above-mentioned, to our test base and the graph in blue schematizes 

the precision in Figure 7(b). 

 

 

 
 

(a) (b) 

 

Figure 7. The performance of (a) accuracy and (b) precision before and after K-medoids algorithm 

 

 

These findings indicate that incorporating clustering methods, particularly K-means and K-medoids, 

positively influences the predictive capability of classification algorithms for identifying fake profiles.  

The substantial enhancements in accuracy and precision underscore the effectiveness of clustering techniques 

in bolstering the overall performance of machine learning models. Figure 8 illustrates the superior 

performance of this hybrid approach, highlighting its efficacy in accurately classifying and identifying fake 

profiles within social networks where the Figure 8(a) grey shows the resulting upper accuracy by applying 

the K-medoids algorithm with the KNN as supervised machine learning algorithm, and the graph in blue 

shows in Figure 8(b) the precision of the latter. 

 

 

  
(a) (b) 

 

Figure 8. The KNN algorithm (a) accuracy and (b) precision before and after K-medoids algorithm 

 

 

In our specific dataset, the optimal results in terms of accuracy and precision are achieved through a 

hybrid approach: using K-medoids as an unsupervised algorithm to partition the dataset into cohesive 

clusters, and then employing KNN as a supervised algorithm for detecting fake profiles. This is why our 

approach is so important compared to existing approaches in terms of accuracy, with a significant jump in the 

value of the latter, approaching 100% with a value of 99%. As a result, the objective of marrying supervised 

and unsupervised algorithms is achieved, and our studies guarantee good results in predicting fake profiles. 
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4. CONCLUSION AND PERSPECTIVES 

The study presented a comprehensive methodology aimed at detecting fake profiles on social media 

platforms by leveraging multiple supervised machine learning algorithms. The research involved an 

extensive exploration of various user behaviors, engagement metrics, and content attributes to construct 

robust models capable of accurately identifying deceptive profiles. Initially, the dataset underwent clustering 

using unsupervised machine learning algorithms such as K-means initially and subsequently K-medoids, 

grouping similar profiles based on shared characteristics. This clustering process facilitated the identification 

of cohesive groups within the dataset, enhancing the efficiency of subsequent classification tasks. 

Following clustering, classification tasks were performed using a range of supervised machine 

learning algorithms including KNN, SVM, Bernoulli NB, logistic regression, and linear SVC. These 

algorithms utilized the similarities in profile features to effectively classify profiles as either genuine or fake. 

The results of the study demonstrated the efficacy of the proposed methodology in detecting fake 

profiles, achieving promising outcomes in terms of accuracy and reliability. By combining clustering and 

classification techniques, the model effectively distinguished deceptive profiles from genuine ones, offering 

valuable insights for combating fraudulent activities on social media platforms. 

Looking forward, future research will focus on further validating the model using larger and more 

diverse datasets collected from various social media platforms. Additionally, alternative machine learning 

and deep learning approaches will be explored to enhance detection accuracy and robustness. This includes 

investigating ensemble learning methods, neural network architectures, and advanced feature engineering 

techniques. Moreover, future studies will aim to develop adaptive models capable of dynamically adjusting to 

evolving patterns of fake profile creation and detection. By integrating real-time data analysis and continuous 

model refinement, the objective is to create more resilient detection systems that can effectively mitigate the 

spread of fake profiles on social media platforms. 

In conclusion, the study establishes a foundation for ongoing research in the field of fake profile 

detection, illustrating the potential of machine learning algorithms to address this persistent challenge. 

Through continuous advancements and research efforts, the goal is to develop sophisticated detection 

systems that uphold the integrity and trustworthiness of social media platforms in the face of evolving threats 

posed by deceptive entities. These systems could also be applied across various domains, including social 

networks, e-commerce platforms, forums, and banking web sites. In the future, we hope to use other machine 

and deep learning techniques and apply our approach in other relevant areas that affect people’s lives,  

in order to minimize attacks, scams and fraud in big data systems. 
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