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 An advanced synergistic approach for forecasting tourist arrivals is 

presented, integrating long short-term memory (LSTM), Hilbert-Huang 

transform (HHT), and random forest (RF). LSTM is leveraged for its 
capability to capture long-term dependencies in sequential data. Additional 

data from Google Trends (GT) is processed with HHT for feature extraction, 

followed by feature selection using the RF algorithm. The combined HHT-

RF-LSTM model delivers highly accurate forecasts. Evaluation employs 
regression analysis with metrics such as root mean square error (RMSE), 

mean absolute error (MAE), mean absolute percentage error (MAPE), and 

mean square error (MSE), highlighting the effectiveness of this innovative 

approach in predicting tourist arrivals. This methodology provides a robust 
framework for handling limited datasets and improving forecast reliability. 

By incorporating diverse data sources and advanced preprocessing 

techniques, the model enhances prediction performance, demonstrating the 

strong performance of RF in feature selection. 
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1. INTRODUCTION 

Deep learning (DL) is considered a core technology of the fourth industrial revolution (4IR or 

Industry 4.0). This technology is a branch of machine learning (ML) and artificial intelligence (AI). DL, 

derived from artificial neural networks (ANN), has become a hot topic in computing due to its excellent and 

dynamic capabilities [1]⁠. DL is an advanced ML technique used for extensive data collection, pattern 

recognition, and prediction [2] ⁠. Data from the Indonesian Central Bureau of Statistics (BPS) is often limited, 

leading to overfitting in DL models. This study addresses this challenge by using feature selection (FS) with 

the random forest (RF) algorithm to improve accuracy by selecting the most relevant features, reducing data 

size, and minimizing computational complexity [3]⁠. Additionally, feature selection shortens computation 

time [4]⁠ by removing irrelevant features and retaining only the essential ones [5]⁠. In addition to feature 

selection, this research also addresses data cleaning. Data cleaning is performed using the Hilbert-Huang 

transform (HHT) to remove noise from Google Trends (GT) data, as search engine data often contains noise 

https://creativecommons.org/licenses/by-sa/4.0/


                ISSN: 2502-4752 

Indonesian J Elec Eng & Comp Sci, Vol. 38, No. 1, April 2025: 517-526 

518 

that must be filtered out [6]⁠. Tourism stakeholders recognize that tourism products are fragile and tourist 

arrivals serve as a benchmark for their utilization. A high number of tourists with limited products can create 

major issues, making accurate forecasts of tourist arrivals essential for decision-makers [7] ⁠. 

COVID-19 pandemic has adversely affected tourist arrivals in Indonesia. In 2022, it is predicted that 

tourist arrivals will continue to decline due to the rapid spread of the new Omicron variant [8]⁠. The impact of 

COVID-19 has not only been felt in Bali and Yogyakarta but also in Riau. In 2020, COVID-19 transmission 

in Riau was very high [9] ⁠. However, by 2023, BPS data indicates that COVID-19 cases in Riau have dropped 

to zero, providing new hope for the tourism sector. Several previous studies have explored tourism 

forecasting. For example, Lu et al [10]⁠ examined daily tourism flows using LSTM combined with 

convolutional neural networks (CNN). Meanwhile, Wu et al. [11]⁠ employed a hybrid approach combining 

SARIMA and LSTM to estimate daily tourist arrivals. Mukhtar et al. [12]⁠ researched write arrivals using 

LSTM and HHT with data sourced from GT and others. DL is also applied in other forecasting, such as 

COVID-19 [13]⁠, Room rates [14]⁠, Sunspot number time series [15] ⁠, stock market [16]⁠. Temür et al. [17] used 

DL to predict real estate sales. 

 

 

2. RELATED WORKS 

Lu et al. [10]⁠ studied daily tourism flows using LSTM with CNN optimized by a genetic algorithm 

(GA), achieving significant improvements. Wu et al. [11]⁠ used a hybrid SARIMA-LSTM approach to 

estimate daily tourist arrivals, outperforming other methods. Mukhtar et al. [12]⁠ explored tourist arrivals with 

LSTM and HHT using GT data, achieving satisfactory results. LSTM often overfits due to its need for 

extensive data [18]⁠ used GT to increase data volume, but its noise can reduce accuracy. Höpken et al. [19]⁠ 

explored web browsing data, requiring extra cleaning. Li et al. [20] applied HHT for data refinement to 

enhance LSTM forecasting accuracy. Additionally, feature selection (FS) was performed with GT data noise 

reduction using the RF algorithm for effective classification [21] ⁠. Salamanis et al. [22]⁠ introduced a novel DL 

approach in tourism, leveraging LSTM for robust predictions aimed at enhancing hotel revenue and 

operational management by integrating exogenous data. Laaroussi et al. [23]⁠ affirmed DL as an accurate 

predictor capable of evaluating non-linear relationships without the limitations of traditional time series 

models. 

 

 

3. METHOD 

This research develops a forecasting model using the DL method which is optimized with the HHT 

and RF methods to produce optimal forecasting. The methods used include. Figure 1 explains the process of 

carrying out this research consisting of three phases, the discussion of which is cleaning data noise, feature 

selection, and forecasting by improving LSTM-based deep learning. 

 

 

 
 

Figure 1. Research framework 
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3.1.  Phase 1: HHT for noise data cleaning 

GT can be used if the data cleaning process is carried out correctly. HHT is used to clean data from 

interference applied in this study [24] ⁠. The cleaning step starts from the first one, converting data into signals. 

Second, make changes to the data. The third is separating the residues, and decoding the signal (EMD). The 

fourth is doing repetition to produce intrinsic mode function (IMF), and the fifth is setting standard deviation 

limits to get results in the form of modulation, amplitude and frequency. Algorithm 1 shows the pseudo-code 

of these steps. 

 

Algorithm 1. Noise processing algorithm [25] 
Input: data stream X = {x1, x2, ...., 

xi, ...}; New X; New X1. 

Output: Predicted result O 

X <-------- x1, x2, ...., xi, ... //Input 

data 

O {} //Output data 

New X <-------- y1 + delay 

New X1 <-------- New X + New X1 Combination 

x(t) <--------   h1 

For h1   <--------   x(t) - m1 do 

 input <--------   h1(k – 1), m1k 

target <--------   h1k 

end 

For r1 <--------  x(t) – h1k   do 

input <-------- x(t), h1k 

target <-------- r1k 

end 

 

3.2.  Phase 2: RF for selection features 
The feature selection method using RF is capable of improving classification accuracy [26] ⁠, thereby 

making it applicable in forecasting [27]⁠. This study employs five crucial steps in feature selection for 

forecasting tourist arrivals. First, the time series dataset comprises three components: HHT, resulting from 

the cleaning process of GT data; BPS, representing actual data; and GT, sourced from the internet. Second, it 

renders the dataset stationary for analysis. Third, it creates a dataset correlation matrix. Fourth, it calculates 

the feature importance scores. Fifth, it determines the selected features' impact on the dataset. Algorithm 2 

presents the pseudocode outlining the workflow of the feature selection process. 

 

Algorithm 2. Future selection algorithm 
Input: Xa = {BPS, GT, NC} 

Output: predictive features O 

Xa 

O {} 

Create XaS with rST 

 Select FbC with OV 

Convert Xa into Slp 

Input F = Ire 

Target <--- Lag 

End 

 

Feature selection is used to select which features are relevant [28]⁠. The feature selection results can 

increase the accuracy of all experiments [29] ⁠. Algorithm 2 describes the workflow of data-driven feature 

selection. The data used are BPS, GT, and HTT with the results as shown in Algorithm 2. The first step is 

cleaning the GT from noise (NC). Second, creating a stationary dataset (XaS), Third, removing seasons and 

trends (rST), Fourth, selecting features based on factors of interest (Slp), Fifth, selecting the most predictive 

features of the 4 featured features. 

 

3.3.  Phase 3: LSTM for forecasting  

This concept is utilized in recurrent neural networks (RNN), which have evolved into LSTM 

networks to achieve superior results [30] ⁠. The key advantage of LSTM lies in its ability to handle long-term 

dependencies within input sequences. This method is particularly suited for forecasting time series data due 

to its capability with sequential and step-by-step data [31]⁠. LSTM generates two outputs, represented as 0 and 

1, known as gates. A gate performs a dot multiplication operation: 1 allows information to pass through, 

while 0 blocks information. LSTM includes three types of gates: the forget gate selects information to 

discard, the two input gates update selected information, and the three output gates determine the final 

results, which are binary values of 0 or 1. 

This study combines RF with LSTM to improve predictive results. RF is used to select only relevant 

features. Step by step is carried out in the order of feature selection, followed by LSTM forecasting. RF 

function to optimize important parameters [25]⁠. The prediction process is carried out in two main steps: first, 

selecting features with RF, then second, predicting with LSTM. Algorithm 3 describes the forecasting 

process flow using LSTM in hybrid with HHT. Hybrid occurs early in the forecasting process. The HHT 

results are used for forecasting by training 10 times with epochs of 50 to 500, with multiples of 50. The study 

took the two best epochs at the time of training, both were compared for evaluation. 
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Algorithm 3. The forecasting process uses Hybrid LSTM with HHT 

Input: Xb<----{BPS, GT} 

Output: Evaluation Result O 

Clean data are taken from Algorithm 1, to Input 

Output: Predicted result O <---- PrO = BPS, GT, NC; NC = 

Noise cleaning. 

Split PrO with <--- r90 and r10 

if r90 then training 

    else r10 then test 

end if 

//Building the LSTM model Architecture 

Use r90 

Train {e50, ..., e500} 
 

 If r90 then eTrainB          //Choose the best two epochs out 

of 10 tested epochs 

     else r10 then eTest 

endif 

                                      //Make predictions on 

Prediction with eTest using to best epochs 

//Conduct evaluation by analyzing the two best epochs 
If eTrainA then Ev.Reg 

    else eTrainB then Ev.Conf 

endif 

 

Hybrid LSTM uses HHT and RF for forecasting to make an alternative to optimizing results. This 

process is carried out in three main steps. First, the data is cleaned. Second, the clean data is selected for its 

features so that it becomes small. Third, do forecasting using the data that is already good. Algorithm 4 

shows the forecasting process using a hybridized LSTM with HHT and RF. A process on Algorithm 4, 

hybrid HHT, and RF algorithm. HHT is used to clean data from interference. Meanwhile, FR is used to select 

features. Feature selection produces near-optimal accuracy. 
 

Algorithm 4. The forecasting process uses Hybrid LSTM with HHT and RF 

Input: BPS, GT, NC, and FS <---- NC = Noise 

cleaning.                                                  

FS = Feature Selection 

Output: Evaluation Result O 

Clean data are taken from Algorithm 1, to Input 

Output: Predicted result O 

Xfs <--- BPS-F, GT-F and NS-F //New data from 

feature selection 

XNew <--- Feature Selection Results from 

Algorithm 2 

 

Split XNew with <--- r90 and r10 

if r90 then training 

    else r10 then test 

end if 

 //Building the LSTM model Architecture 

Use Xnew 

Train {e50, ..., e500} 

If r90 then eTrainB          //Choose the best two epochs 

out of 10 tested epochs 

     else r10 then eTest 

endif 

                                     //Make predictions on 

Prediction with eTest using to best epochs 

                                     //Conduct evaluation by analyzing 
the two best epochs 

If eTrainA then Ev.Reg 

    else eTrainB then Ev.Conf 

endif 

 
 

4. EXPERIMENT  

4.1.  Dataset and experimental setup 
Experiments were conducted to evaluate the proposed algorithm, using data from GT cleaned with 

HHT as a benchmark. Monthly datasets from 2008 to 2021, totaling 143,312,804 parameters, were divided 

into 90% training and 10% testing sets. Each experiment was repeated 10 times over epochs ranging from 50 

to 500, with epochs 300 and 350 found to be optimal for computational speed and minimal loss. The final 

evaluation demonstrated that epoch 300 outperformed epoch 350 in accuracy, as measured by mean absolute 

percentage error (MAPE) and root mean square error (RMSE) [25]⁠. The dataset, available at 

https://github.com/harunmukhtar/Prediksi-Kunjungan-Wisatawan-Ke-Indonesia/tree/main/data. Includes 

three columns: BPS (data from the Indonesian Central Bureau of Statistics), HHT (GT data cleaned with 

HHT), and GT (raw data from GT). Figure 2 shows a comparison graph demonstrating the HHT's 

effectiveness in noise reduction. 

The data from the three columns is then split into three files, namely 1-hht-fit.csv, 2-bps-fit.csv, and 

3-gt-fit.csv. The data is stored on https://github.com/harunmukhtar/hht-rf-lstm/tree/main/data/data-mentah. 

And anyone who needs can reuse. These three data are then subjected to a feature selection process using RF. 

The data resulting from the feature selection is contained in https://github.com/harunmukhtar/hht-rf-

lstm/tree/main/data/hasil-fs. The best data results from each file are put back together into columns. The 

combined data is used for forecasting tourist arrivals the following year. The combined data used for this 

forecasting can be stored on https://github.com/harunmukhtar/hht-rf-lstm/blob/main/data/hasil-fs/FS-gab-

fit.csv. This data allows for reuse in further research. 
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4.2.  Experimental result 

All of our experiments were carried out on a Notebook, 80TV (LENOVO_MT_80TV_BU_ 

idea_FM_Lenovo ideapad 310-15IKB), CPU: Intel(R) Core (TM) i7-7500U CPU @ 2.70GHz, with RAM 

capacity: 12GiB. The operating system used is Debian GNU/Linux 11 (bullseye). Experiments were carried 

out by training ten times the epoch. The training time is 28,643 seconds or less than 8 hours for 2 different 

files. 

GT data allegedly contains a lot of noise. HHT is used to clean the noise so the GT can be used. The 

initial step of cleaning this data is by converting data into signals. The decomposition results in four IMF 

functions. The series of all component functions and their residues. EMD adaptively decomposes the signal 

into IMF and residual components. Each IMF function contains a different characteristic time scale. the 

frequency of all IMF functions decreases alternately and does not overlap while the residuals are closed for 

monotonic functions. The horizontal axis represents the time span, and the vertical axis shows the function 

value of each IMF. Figure 3 is the result of the final process of this work. 

 

 

 
 

Figure 2. Raw comparison graph and data after cleaning 

 

 

 
 

Figure 3. Graph Comparison of google trend with HTT, google trend data, and BPS 

 

 

The following experiment is to do feature selection using the RF algorithm. Feature selection starts 

with stationary to adjust the time series seasonally. Empty data is also trimmed to produce new data. Feature 

selection is carried out in 5 steps to produce the best data features. The first step involves making the dataset 

stationary by removing seasonality and trends over a 12-month period. The second step selects features based 

on their correlation with the output variable (autocorrelation), with significant correlations shown in blue.  

A lag score of 1 indicates a 100% positive correlation. 

The third step transforms the dataset into a supervised learning problem using lagged observations 

as input and the current observation as output, using 12-month lag values. The fourth step evaluates feature 

importance to determine the significance of input features over 12 lag observations. The fifth step automates 

the selection of variable lag features using recursive feature elimination (RFE), which builds a predictive 

model, assigns feature weights, and removes less significant features. 

This experiment hybridizes LSTM with HHT for forecasting. Two critical stages were carried out, 

namely, building the architectural forecasting model with LSTM. The architecture built is as shown in  

Table 1. Table 1 shows two architectures, the first is using BPS and GT data. GT data is cleaned using HHT. 

Total parameters are 143,312,804, trainable parameters are 80,504, and non-trainable parameters are 
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143,232,300. Both architectures for feature-selected data. After selecting the data, the total parameters are 

16,394,804, the Trainable parameters are still 80,504 and the non-trainable parameters are 16,314,300. 

Feature selection using RF managed to reduce parameters by 126,918,000. 

Second, carry out the training process with twenty epochs in multiples of 25, such as epochs 25, 50, 

75, 100, 125, 150, 175, 200, 225, 250, 275, 300, 325, 350, 375, 400, 425, 450, 475, and 500. Two 

experiments are observed in tabular form for HHT-LSTM and HHT-RF-LSTM. Based on training with a 

ratio of 90% training and 10% testing calculated from each epoch. The lowest time, the longest time, as well 

as the lowest loss, and the highest loss are evaluated at each epoch. Based on the training conducted, epoch 

300 was identified as the optimal epoch. Table 2 illustrates that for RF-LSTM, the minimum computing time 

was 0 s 4 ms, the maximum was 3 s 4 ms, the lowest loss value was 8.02, and the highest was 92.97. On the 

other hand, HHT-RF-LSTM recorded a minimum time of 0 s 4 ms and a maximum of 2 s 4 ms, with the 

lowest loss value at 8.81 and the highest at 33.50. 
 
 

Table 1. Comparison of parameter values before and after feature selection 
Layer (type) Before feature selection After feature selection 

Output shape Parameters Output shape Parameters 
Embedding Output Shape Parameters None, 2, 100 16314300 
LSTM None, 2, 100 143232300 None, 2, 100 80400 
Dense None, 2, 100 80400 None, 2, 1 101 
Flatten None, 2, 1 101 None, 2 0 
Dense_1 None, 2 0 None, 1 3 
Total parameters  143,312,80

4 
 16,394,804 

Trainable parameters  80,504  80,504 

Non-trainable 

parameters 
 143,232,30

0 
 16,314,300 

 
 

Table 2. Experimental results with 20 epochs for HHT – RF – LSTM 
Algorithm Epoch Lowes 

time 

Highest 

time 

Lowest 

loss 

Highest 

loss 

Epoch Lowes 

time 

Highest 

time 

Lowest 

loss 

Highest 

loss 

RF-LSTM 25 0 s 4 ms 3 s 4 ms 11.69 99.99 275 0 s 4 ms 2 s 4 ms 8.55 42.79 

HHT-RF-

LSTM 

0 s 4 ms 2 s 4 ms 11.54 69.43 0 s 4 ms 2 s 6 ms 9.64 99.99 

RF-LSTM 50 0 s 4 ms 2 s 4 ms 9.14 99.99 300 0 s 4 ms 3 s 4 ms 8.02 92.97 

HHT-RF-

LSTM 

0 s 4 ms 2 s 4 ms 13.26 80.63 0 s 4 ms 2 s 4 ms 8.81 33.50 

  0 s 4 ms ... ... ...  ... ... ... ... 

RF-LSTM 225 0 s 4 ms 2 s 4 ms 8.92 99.99 475 0 s 4 ms 2 s 4 ms 6.99 99.99 

HHT-RF-

LSTM 

0 s 4 ms 2 s 5 ms 8.95 99.99 0 s 4 ms 2 s 6 ms 7.09 99.99 

RF-LSTM 250 0 s 4 ms 2 s 4 ms 8.92 99.99 500 0 s 4 ms 3 s 6 ms 6.87 99.99 

HHT-RF-

LSTM 

0 s 4 ms 2 s 4 ms 8.95 99.99 0 s 4 ms 2 s 4 ms 8.13 99.99 

 

 

4.3.  Evaluation 

The actual value and the predicted value may be different. This difference is called prediction error. 

Analyzing the prediction error is very necessary to determine the accuracy of the prediction model used.  

A reliable model should generate predicted values that closely approximate actual values. To assess the 

performance of the prediction model, RMSE [32]⁠, MAPE, MSE, and MAE were selected [33], [34] ⁠. These 

metrics are employed to compare and determine the model's efficacy in achieving optimal results. Previous 

research [25]⁠. The best MAPE and RMSE values were 157.00 and 217628.75 for LSTM, and 93.71 and 

123882.20 for HHT-LSTM, respectively. Since the best MAPE value was different from expectations,  

a re-examination was conducted as shown in Table 3. 

 

 

Table 3. Evaluation for regression 
Algorithm RMSE MAE MAPE MSE 

LSTM 1015057.72 655338.00 4.78 1.03 

HHT-LSTM 495974.29 324665.65 2.43 2.45 

RF-LSTM 553233.33 461693.15 0.37 0.06 

HHT-RF-LSTM 548645.33 462669.36 0.36 3.01 
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Based on Table 4, it can be seen that the LSTM improved with HTT and has a smaller difference for 

all evaluation results. HHT-RF-LSTM is so good that it is recommended for use in DL-based forecasting.  

A confusion matrix approach can be used to evaluate forecasting results properly [35] ⁠. The standard 

evaluation tool used is the confusion matrix [36] ⁠. 

 

 

Table 4. Evaluation results with confusion matrix 
Algorithm Accuracy Precision Recall F1-score 

LSTM 50.00 100.00 50.00 66.67 

HHT-LSTM 91.67 88.89 72.73 80.00 

RF-LSTM 61.54 72.73 80.00 76.19 

HHT-RF-LSTM 91.31 91.67 100 95.65 

 

 

5. DISCUSSION 
The experiment results show that the accuracy of forecasting with LSTM using GT data is quite 

good. However, a data cleaning process from noise is required. Data cleaning can be done with various 

algorithms such as HHT [25], [37]⁠, Kalman filter (KF) [38]⁠. KF is not discussed in this research, this research 

focuses on HHT. Based on research on experiments that have been carried out, data from GT is very good as 

an explanatory variable. As is known, LSTM requires large data while statistical data cannot fulfill this [38] ⁠. 

HHT is very good for improving GT data but still has many features that cannot be trained. This research 

found that parameters that could not be trained reached 143,232,300. Many features that cannot be trained 

will affect whether the data is good or bad. Based on this consideration, feature selection is required. Feature 

selection is needed to reduce the number of parameters that cannot be trained. This research uses RF for 

feature selection. RF is very effectively used to improve parameters that cannot be trained. Based on the 

research conducted, it can be seen that the parameters that cannot be trained have been reduced to 

16,314,300. As a result of reducing features that cannot be trained, it can improve accuracy very well. 

 

 

6. CONCLUSION 

This research integrates three algorithms to achieve near-optimal optimization. In addition to 

algorithm optimization, this research focuses on new techniques for utilizing GT data sourced from search 

engines. Incorporating this new data addresses the challenges posed by the limited volume of tourist visit 

data in tourism forecasting. This addition is expected to improve forecasting techniques, optimization, and 

accuracy. Based on this research, GT data is very suitable for estimation. Even though it causes quite a lot of 

noise, this can be overcome effectively by using HHT. The HHT algorithm can be relied on to denoise tourist 

arrival data. Feature selection is very effective in improving accuracy and training time per epoch. LSTM is a 

powerful deep-learning algorithm, showing excellent performance. The confusion matrix remains a classic 

and powerful tool for measuring accuracy. Future research will combine these two indicators and 

concurrently adjust parameters. 
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