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 Sentiment analysis of product reviews offers valuable insights into consumer 

perspectives, which can inform product development and marketing 

strategies. Given the growing importance of user-generated content like 

product reviews, this study explored sentiment classification in online 

reviews of Ben & Jerry's ice cream. We designed and evaluated three 

machine learning algorithms for sentiment classification: Naïve Bayes (NB), 

logistic regression (LR), and support vector machine (SVM). The dataset 

exhibited a significant class imbalance, with substantially more positive than 

negative reviews. We employed two oversampling techniques: the synthetic 

minority oversampling technique (SMOTE) and the adaptive synthetic 

sampling approach (ADASYN). With the original skewed data, NB, LR, and 

SVM achieved accuracies of 91.90%, 93.77%, and 95.09%, respectively. 

While SMOTE did not improve performance in some scenarios, ADASYN 

yielded positive results and generally enhanced model reliability across all 

algorithms. Post-balancing with ADASYN, the sentiment distribution 

became less skewed, and accuracies shifted to 92.04% for NB, 94.96% for 

LR, and 95.23% for SVM. The combination of SVM and ADASYN 

demonstrated promising results, suggesting this approach may offer robust 

and efficient performance for binary sentiment classification, especially with 

imbalanced datasets. 
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1. INTRODUCTION 

Customer satisfaction, product reviews, and user preferences are examples of user-generated 

information rapidly growing and becoming a valuable source of business and marketing intelligence [1]. 

These customer reviews have become crucial for product manufacturers, service providers, and end-users to 

understand public opinion and make concrete decisions. Customer reviews on e-commerce platforms are a 

significant factor in consumer decision-making in the modern digital age [2]. These reviews are not only to 

provide prospective customers with helpful information but also to enable manufacturers to get insightful 

criticism that helps them improve the standard of their goods and services. Thus, sentiment analysis is 

emerging as a crucial tool for deriving conclusions from the content of the reviews due to the growing 

number of reviews that are accessible online [3]. Every industrial company faces various challenges, 

especially the large number of competitors in the same sector, such as in the food and beverage (F&B) 

industry.  

https://creativecommons.org/licenses/by-sa/4.0/
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The manufacturing sector must continuously improve its service quality. Service quality 

improvement refers to the ability of a process to produce a product or service according to the specifications 

desired by the customer [4]. However, sometimes situations occur where the products must meet customer 

expectations when handed over to them. A fundamental idea in service management and marketing is 

customer happiness. Numerous theories exist concerning customer satisfaction. Expectation-discrepancy 

theory, equity theory, attribution theory, dissonance theory, and contrast theory have all been applied to the 

study of consumer happiness in the past [5]. Before purchasing a product or service, customers have quality 

expectations regarding the product or service. After making a purchase, they will compare actual perceptions 

with their expectations. Positive mismatch occurs when the actual perceptions are higher than the 

expectation. When actual perceptions meet expectations, there is no mismatch of expectations. Conversely, a 

negative mismatch means that actual perceptions fall below expectations. 

Sentiment analysis has increasingly become crucial in determining market trends and consumer 

feedback by identifying and categorizing thoughts within a text. Past studies have improved sentiment 

analysis accuracy and efficiency through various categorization methods [6]. Furthermore, a study from 

Bahtiar et al. [7] used sentiment analysis on Google Play Store app reviews to understand users' feelings 

about commercially sold programs using Naïve Bayes (NB) and logistic regression (LR). The tone of each 

review was established by comparing it to the application's rating. Two conditions were applied to the 

dataset: two labels (positive and negative) and three (positive, neutral, and negative). LR classification 

yielded the best results for the Shopee dataset with two labels, with 84.58% accuracy, 84.66% precision, and 

84.63% recall. The study showed that datasets with two labels generally yielded more accurate results than 

those with three. Based on the previous studies, NB and LR show promising results in sentiment analysis. 

However, both algorithms suffered performance challenges, especially when the data used for investigation 

has imbalanced distributions (skewed). Support vector machine (SVM) is a practical machine-learning 

approach to regression and classification problems. SVM identifies the perfect hyperplane separating all 

classes from most isolated data points [8]. As a result, SVM performs well in high-dimensional settings like 

text data with thousands of features and complex decision boundaries. Also, kernel functions can transform 

the incoming data into higher dimensional space, thereby improving classification performances [9], [10]. 

SVM has been used in cases where the separability of classes is not linear [11]. Analyzing customer reviews 

can help improve product offers, increase customer satisfaction, and offer insightful information about 

consumer preferences. Understanding sentiment in ice cream reviews can also help merchants and producers 

spot trends, resolve problems, and adjust their marketing tactics to satisfy customers better. 

This study aims to improve sentiment analysis performance, especially for imbalanced data. We 

focus on customer reviews of ice cream products. Our approach involves careful data cleaning and using 

oversampling techniques based on synthetic minority oversampling technique (SMOTE) and the adaptive 

synthetic sampling approach (ADASYN) oversampling methodologies to achieve dataset balancing. We then 

evaluate the performance of NB, LR, and SVM using several metrics. Our goal is to provide practical 

guidance for choosing the best sentiment analysis method for imbalanced datasets. 

 

 

2. METHOD 

This study was conducted in multiple steps, as Figure 1 illustrates. In this work, we integrated 

different approaches and phases of the research as outlined in the following steps: to guarantee the dataset's 

quality and algorithmic compatibility, we first gathered and preprocessed the combination of product names 

and customer reviews to predict the sentiments of customers. Thus, the consideration of multicollinearity of 

variables can be relaxed. Lastly, we tested and compared the robustness of each model in analyzing the 

sentiment of customer reviews by assessing its performance using criteria including accuracy, precision, 

recall, and F1-score. We used a Windows 10 Pro 64-bit PC with 13th Gen Intel Core i9 3.00 GHz, 128 GHz 

of RAM, and NVIDIA GeForce RTX 4070 Ti to investigate. 

 

2.1.  Dataset 

A dataset related to customer reviews in F&B was investigated using multinomial Naive Bayes 

(MNB), LR, and SVM. The distinct data was collected from September until October 2020 from Ben & 

Jerry’s ice cream. This timeframe was to ensure that the data reflects current consumer opinions and 

responses to any potential product launches or marketing campaigns by Ben & Jerry’s. The dataset has 7943 

records with considerably higher positive reviews than negative ones. We used two sections in the dataset: 

the product review and the product name. Only positive or negative reviews were considered to concentrate 

the sentiment analysis on distinct consumer happiness or dissatisfaction markers. Excluding neutral reviews, 

which frequently provide hardly comprehensive input, made the study simpler and guaranteed that the 

conclusions drawn were both applicable and accurately represented the strong opinions of the customers. 



                ISSN: 2502-4752 

Indonesian J Elec Eng & Comp Sci, Vol. 39, No. 1, July 2025: 364-373 

366 

 
 

Figure 1. The flowchart of our research stages 
 

 

2.2.  Data processing 

Customer reviews are generally in the form of unstructured text data that often contains noise, such 

as spelling errors and symbols. The preprocessing stage was purposed to eliminate needless words and 

decrease the dataset's dimensionality, making it easier to process in the following step. This study used 

several preprocessing techniques, including case folding, cleaning, stopword removal, tokenization, and 

stemming. Case folding is responsible for converting all text to lowercase to ensure consistency of all words 

in the text. Cleaning means cleaning text from excessive use of letters and symbols by correcting 

contractions, removing word repetitions, and excessive punctuation. Stopword removal eliminates less 

essential words (stopwords) to reduce the dimensionality of the dataset. Tokenization splits texts or sentences 

into individual words. Stemming is transforming words in the text to their base form. 
 

2.3.  Dataset balancing 

In this study, the dataset used experienced data imbalance, where the number of samples in one 

category (negative category) is much less than the positive category. While there are 6,401 good ratings, 

there were 1,135 negative ones. These proportions between a dataset's positive and negative ratings were 

typically an imbalance case. The imbalance condition may affect the model's performance by distorting 

prediction outcomes as the model tends to be more accurate on the majority class and ignore the minority 

class. To investigate the imbalance impact of this issue, this research used the oversampling approach in 

combination with the SMOTE and ADASYN for imbalance learning.  

The SMOTE technique increases the sample size in the minority class by generating new instances 

based on existing data. Using minority examples as a starting point, this method generates new synthetic 

cases comparable to yet distinct from the original examples. This method helps to balance the majority and 

minority classes, which is expected to improve the classification model's capacity to distinguish between 

positive and negative ratings more accurately [12]. On the other hand, ADASYN is a sampling approach 

involving learning steps. ADASYN can adjust the weight distributions of minority classes based on their 

learning difficulties. Subsequently, more data are synthesized for the minority class, which has higher 

learning difficulties. This learning-based synthesized approach is considerably beneficial in the presence of 

high bias, which is typical for imbalanced datasets [13]. 
 

2.4.  Research methods 

SVM, LR, and NB are the classification techniques employed in this research. NB is a 

straightforward probabilistic machine learning technique based on the ideas of feature independence and the 

Bayes theorem. NB is a popular solution for classification issues and excels in high-dimensional feature 

spaces. A response variable with two or more categories, y, and one or more continuous predictor variables, 

x, are related. This relationship can be explained using logistic regression. Regression analysis and 

classification are two common uses for SVM, a well-known machine learning technique. SVMs perform 

exceptionally well in high-dimensional domains and can handle challenging classification tasks. To divide 

the borders of various classes, SVM creates a hyperplane in multidimensional space. The scikit-learn 

machine learning toolkit and the Python programming language are used to implement these techniques. 
 

2.4.1. Naive Bayes 

The most substantive probability, however, is established through a technique called the NB strategy 

that also categorizes test data into the most appropriate classes. Being a simple probabilistic machine learning 
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technique, the NB classifier is based on feature independence and the Bayes theorem. A well-known NB 

probability classifier that applies Bayes’ theorem is popularly used due to its simple applicability and 

effectiveness on texts [14]. The assumption that one feature does not affect another within the same class 

simplifies the computation process. Despite having high independence requirements, NB remains attractive 

for sentiment analysis since it often performs strongly in text classification tasks [15]. 

Moreover, NB is particularly suited for real-time applications requiring swift responses due to its 

processing efficiency [16]. NB is commonly applied for classification problems and performs well in high-

dimensional feature space [17]. The classifier's name is derived from the "naive" assumption that every 

feature assigned a class label is independent of every other feature. NB uses relatively little training data 

relative to other classifiers and is a computationally efficient classifier. They work well when the 

independence criterion is met, or the approximate correlation between characteristics can be determined. 

These classifiers have been shown to perform strongly in almost all real-world applications, which include 

sentiment analysis, spam filtering, text categorization, and medical diagnosis. The MNB technique is one of 

the successful variants of this algorithm that works by using word frequency statistics — for instance, a 

binary vector in the word space [18]. Unlike the multivariate Bernoulli event model, this MNB strategy 

assumes that document durations are independent of the class labels within the documents. 

 

2.4.2. Logistic regression  

The application of the LR method in the analysis is a way to establish a relation between one or 

more continuous predictor variables, x, and a response variable that has two or more categories, y, [19]. 

Despite being initially developed for numeric prediction, LR has been successfully used in sentiment 

analysis. A statistical approach that models a relationship between one or more independent variables and the 

logit function of the dependent variable to predict the probability of a binary event [20]. LR can classify text 

data into positive or negative attitudes by converting a linear combination of input attributes into likelihood. 

One such change that enhances its text data processing efficiency is regularization [21], [22]. Furthermore, 

since LR is interpretable, understanding how each aspect influences the prediction is most likely 

straightforward [23]. SVM is a practical machine-learning approach to regression and classification 

problems. Another vital assumption to the LR analysis is that there should be no, or minimal, 

multicollinearity or linear solid relationship between the predictor variables to avoid issues when estimating 

coefficients [24], [25]. Similarly, higher complexity models may perform better than LR at handling such 

cases. 

 

2.4.3. Support vector machine 

The SVM is the prominent method of machine learning, typically used for classification and 

regression analysis. SVM assesses the information to identify the pattern or boundaries that point towards 

choices made within a dataset. To separate the different class borders, SVM generates hyperplanes in a 

multidimensional space, the number of which is referred to as the feature vector of the dataset. Further, SVM 

can handle very challenging classification problems and works excellently in high-dimensional spaces. 

Support vectors are the data points lying closest to the plane and what this algorithm uses to determine the 

positioning and orientation [26]. SVM comes in a variety of forms. Linear SVM is used for linearly separable 

data, whereas non-linear SVM maps data into higher-dimensional spaces where a linear hyperplane can 

separate the data [27]. 

 

2.5.  Evaluation and interpretation 

These methods were investigated using the Python programming language and libraries such as 

scikit-learn for machine learning. Implementation steps included splitting the data into training, validation, 

and testing sets of 80%, 10%, and 10%, respectively. To find the most appropriate hyperparameters of each 

classification model during the model building, we used a greedy-based cross-validation algorithm based on 

GridSearchCV. Data balancing was applied before and after model training to compare performance. The 

testing set was used with evaluation metrics such as training time, accuracy, precision, recall, and F1-score to 

measure each model's performance. Accuracy, precision, recall, and F1-score calculation are expressed in [28]. 

 

 

3. RESULTS AND DISCUSSION 

Using an investigation framework, we made the necessary adjustments to support and initiate our 

study. The earlier investigation found that NB and LR were adequate for the classification. Thus, in this 

study, SMOTE and SVM were investigated to improve the performance of the earlier research. The obtained 

results must first undertake data preprocessing steps, features, and models such as the Naive-Bayes, LR, 

SVM algorithms, data balancing, and model validation. Naive-Bayes, LR, and SVM algorithms were 

applied for the sentiment analysis of Ben & Jerry’s ice cream products without and with data balancing. 
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Making the results of this study reproducible and replicable, the materials with the accessible source code 

are available at [29]. 

 

3.1.  Data preparation, multicollinearity investigation, and balancing 

Using labels from the Ben & Jerry’s Ice Cream Dataset based on the star rating and a combination 

of product name and review text, sentiment analysis of the company ice cream product reviews was 

performed using this model. We converted the star rating into sentiment by excluding the neutral ones. Next, 

we performed text preprocessing on the only predictor based on product names and reviews. Thus, no further 

steps were taken to handle the multicollinearity as no other feature was involved. Regarding class imbalance, 

to improve the results, the SMOTE technique was employed to address the issue of class disparity. Unlike 

methods that oversample the minority class by randomly re-sampling the minority class data, SMOTE creates 

synthetic samples for the minority class [12]. 

 

3.2.  Performance evaluation and interpretation: comparison of sentiment analysis algorithms 

The analysis included sentiment analysis with NB, LR, and SVM instruments. Based on uneven 

samples, the data is categorized through the NB classifier with the help of conditional probability theory. In 

statistics, LR is a valuable tool that allows a logistic function to assess probabilities and predict this or that 

binary event. On the other hand, the SVM classification approach is based on determining the hyperplane that 

best separates data points with different classifications with the most significant margin.  

As reported in Table 1, the NB algorithm had a sentiment distribution of 96% positive and 4% 

negative, the LR algorithm was 89% positive and 11% negative, and the SVM algorithm had a distribution of 

86% positive and 14% negative. After the data balancing process with SMOTE, the NB, and LR algorithms 

had a sentiment distribution of 81% positive and 19% negative. The SVM algorithm had an 84% positive and 

16% negative distribution. With ADASYN, NB reached 80% positive and 20% negative, while LR and SVM 

have similar figures at 84% positive and 16% negative. Overall, the data balancing process using SMOTE 

and ADASYN reduced the imbalance in sentiment distribution. 

 

 

Table 1. The performance comparison of sentiment distributions without data balancing (without), using 

SMOTE and ADASYN data balancing between positive reviews (pos) and negative ones (neg) 
Data balancing NB LR SVM 

Without 

   
SMOTE 

   
ADASYN 

   

 

 

Table 2 shows the model performance evaluation results. Without data balancing, the SVM 

algorithm showed the best sentiment analysis performance with an accuracy of 95.09%, a training time of 
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0.14 seconds, a precision of 95.0%, a recall of 95.1%, and an F1-score of 94.9%. After integrating data 

balancing using SMOTE, the SVM algorithm showed a slight decrease in performance with an accuracy of 

94.96%, a training time of 0.21 seconds, a stable precision of 95.0%, a recall of 95.0%, and an improved F1-

score of 95.0%. Similarly, LR suffered a performance decrease in accuracy from 93.77% to 93.63% after 

data balancing using SMOTE. However, the precision score was raised to 95.0%, which is comparable to 

SVM's. Either NB or LR has the fastest training time and is nearly instant, making both methods promising 

algorithms for real-time sentiment analysis. Applying SMOTE and ADASYN generally increased the 

processing time across all three algorithms. Based on the confusion matrices in Table 3, applying SMOTE 

and ADASYN also typically develops the detection of the minority class (negative samples) across all three 

algorithms. Contrarily, the development of the minority class may have affected the true negative (TN) and 

false positive (FP) rates. Overall, SVM shows relatively stable performance with minor updates on both the 

TP and TN, making it still a robust choice for imbalanced datasets in sentiment analysis.  

 

 

Table 2. Comparison of the algorithm performance in training time in second (s), accuracy, precision, recall, 

and F1-score 
Algorithm Data balancing Training time (s) Testing results 

Accuracy (%) Precision (%) Recall (%) F1-score (%) 

NB Without 0.00 91.90 91.7 91.9 90.9 
SMOTE 0.00 92.04 93.4 92.0 92.5 

ADASYN 0.00 92.04 93.7 92.0 92.5 

LR Without 0.00 93.77 93.6 93.8 93.3 
SMOTE 0.00 93.63 95.0 93.6 94.0 

ADASYN 0.00 94.96 95.0 95.0 95.0 

SVM Without 0.14 95.09 95.0 95.1 94.9 
SMOTE 0.21 94.96 95.0 95.0 95.0 

ADASYN 0.22 95.23 95.3 95.2 95.2 

 

 

Table 3. Comparison of the confusion matrices displaying the numbers of true positive (TP), TN, FP, and 

false negative (FN) 
Data 

balancing 

NB LR SVM 

Without 

   
SMOTE 

   
ADASYN 
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3.3.  Discussion 

This study investigated the effects of data balancing techniques on the performance metrics of 

sentiment analysis utilizing NB, LR, and SVM algorithms. While prior research has explored the impact of 

data balancing, the current investigation addresses its influence when the data exhibits considerable 

skewness, as evaluated through accuracy, precision, recall, and F1-score metrics in the context of sentiment 

analysis. The findings indicate that the SVM algorithm achieved the highest accuracy without any data 

balancing intervention, while the application of ADASYN improved the overall detection of the minority 

class. Although the implementation of SMOTE marginally reduced the SVM's overall accuracy to 94.96% 

and increased the processing time, it remained the best-performing algorithm for sentiment analysis tasks. In 

contrast, the LR model also experienced a slight decrease in accuracy after the data balancing process. 

Nonetheless, the NB and LR algorithms offered the fastest training times among the investigated models. 

The current study suggests that higher accuracy does not inherently equate to poorer performance in 

representing the minority class. The proposed approaches may gain advantages from data balancing without 

significantly compromising the overall accuracy. This finding aligns with existing scholarly literature [30], 

which indicates a trade-off between accuracy and minority class representation in sentiment analysis. The 

present investigation examined a range of algorithms and balancing techniques. However, further in-depth 

examinations may be necessary to confirm the generalizability of these results, particularly regarding the 

influence of varying levels of imbalance and the use of advanced neural network models. 

Our research reveals that data balancing methods are more robust than focusing solely on the 

performance of the majority class. Future investigations may explore the connection between sentiment and 

specific product characteristics, identifying viable approaches to generating accurate and unbiased sentiment 

analysis. Recent observations suggest that the challenges posed by imbalanced datasets in sentiment analysis 

can lead to biased results and misinformed business decisions [31]. Our findings demonstrate that this 

phenomenon is associated with changes in performance rather than solely attributable to increased false 

positives or negatives. 

 

 

4. CONCLUSION 

Based on the results, we provided collaborated investigations covering the metrics for the three 

algorithms without and with the data balancing process. With balanced data, all algorithms demonstrated 

substantial performance improvements. NB exhibited the most significant improvements across all metrics, 

with accuracy increasing from 91.91% to 92.04%, precision from 91.7% to 93.7%, recall rising from 91.9% 

to 92.0%, and the F1-score substantially improving from 90.9% to 92.5%. LR showed performance 

enhancements, slightly increasing the accuracy from 93.77% to 94.96%. Its precision increased marginally 

from 93.6% to 95.0%, and the F1-Score improved from 93.3% to 95.0%. SVM remained the best-performing 

algorithm for sentiment analysis without and with data balancing, achieving the highest scores across all 

metrics. The LR and SVM performance showed relatively negative trends using SMOTE. However, 

integrating ADASYN into SVM improved the overall performance, with accuracy marginally increasing 

from 95.09% to 95.23%, precision relatively remaining stable at 95.3%, recall growing somewhat from 

95.1% to 95.2%, and the F1-Score improving from 94.9% to 95.2%. These performance improvements with 

SMOTE and ADASYN, particularly in F1-score for NB, LR, and SVM, indicate that the data balancing 

process has slightly enhanced the understanding and prediction of minority classes. 

Based on the performance metrics on ADASYN, the models have become more reliable in 

sentiment analysis, with a more balanced prediction distribution across sentiment classes. The improvements 

across all metrics demonstrate that the balanced sampling of all classes during the learning process has led to 

more precise and dependable sentiment reading from the provided data, benefiting in a superior sentiment 

analysis evaluation only for NB. Investigating neutral reviews would be of interest, as we hypothesize that 

this direction will present a broader view of sentiment analysis on skewed product reviews. 
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