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ABSTRACT

Dynamic action recognition has attracted many researchers due to its applica-
tions. Nevertheless, it is still a challenging problem because the diversity of
camera setups in the training phases are not similar to the testing phases, and/or
the arbitrary view actions are captured from multiple viewpoints of cameras.
In fact, some recent dynamic gesture approaches focus on multiview action
recognition, but they are not resolved in novel viewpoints. In this research,
we propose a novel end-to-end framework for dynamic gesture recognition from
an unknown viewpoint. It consists of three main components: (i) a synthetic
video generation with generative adversarial network (GAN)-based architecture
named ArVi-MoCoGAN model; (i) a feature extractor part which is evaluated
and compared by various 3D CNN backbones; and (iii) a channel and spatial
attention module. The ArVi-MoCoGAN generates the synthetic videos at mul-
tiple fixed viewpoints from a real dynamic gesture at an arbitrary viewpoint.
These synthetic videos will be extracted in the next component by various three-
dimensional (3D) convolutional neural network (CNN) models. These feature
vectors are then processed in the final part to focus on the attention features of
dynamic actions. Our proposed framework is compared to the SOTA approaches
in accuracy that is extensively discussed and evaluated on four standard dynamic
action datasets. The experimental results of our proposed method are higher than
the recent solutions, from 0.01% to 9.59% for arbitrary view action recognition.
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1. INTRODUCTION
Human activity recognition (HAR) has become an attractive field in computer vision for the past

40 years [1]–[3]. Moreover, this work has still faced many challenges because of limitation of data, various
viewpoints, different scales, illumination conditions, complex background, and various modalities. To improve
efficiency of action recognition results, some researchers try to increase the number of data using generative
adversarial network (GAN) models such as [4]–[6]. Synthetic human action images are created by generator of
GAN models which are similar to the training videos. Doan and Nguyen [7] generated hand images in multiple
views with blender-based and hand glove-based. Although this dataset is diverse in viewpoints and variety of
samples, it only provided static hand gestures.
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Another approach could ameliorate action recognition results that utilizes multi-view cameras.
Tran et al. [1] found discriminant of pairwise covariance of multiple views data to deal with the robustness
of HAR result. This research finds transformation of multi-view actions in a common space. Then, a new
action could be projected into the learned common space. But this approach composes of discrete blocks and
it is difficult to deploy an end-to-end solution. Nguyen and Nguyen [8] proposed a dynamic action recognition
method with residual network (ResNet)18 backbone, (2+1)D architecture, cross view attention (CVA) module
and augmentation strategy. This work improved action recognition that used image sequences in multiple view-
points but this method also required many cameras in both training and testing phases. An end-to-end HAR
solution at an arbitrary viewpoint is necessary to deploy a real HAR application because of a simpler testing
environment setup. Zhang et al. [9] composed a view-invariant transfer dictionary and classifier for novel-view
action recognition. Two-dimensional (2D) videos are projected into a view-invariant sparse representation.
Dictionary learning projection is considered as a linear algorithm that is quite a limitation. Gedamu et al. [10]
proposed method to recognize action in a certain view but this solution is implemented by skeleton image and
recognized static action.

Stimulated from Tran et al. [5], Doan et al. [11] proposed an end-to-end framework for an arbitrary
view dynamic action recognition that combined the ArVi-MoCoGAN model, 3D convolutional (C3D) block
and attention module. Both generator and discriminator of ArVi-MoCoGAN are utilized on testing phase to
create multi-view synthetic actions which could increase the computational complexity of the system. Further-
more, in this research, C3D is used as a 3D feature extractor of multi-view synthetic video. They are then used
as inputs of the attention module to vote channel attention and create the final feature vector before passing
the soft-max layer. This attention module is not observed for spatial features. In this work we propose a new
framework for an arbitrary view HAR that deals not only the channel attention but also the spatial attention. In
addition, this work also investigates and compares on various 3D CNN extractors (3 dimension convolutional
neural network).

In general, our research composes of two contributions, such as: (i) we propose a new arbitrary view
gesture recognition method; (ii) investigate the arbitrary HAR framework with various 3D CNN extractor
backbones. The remainder of this research is organized as follows: firstly, section 2 explains our proposed
framework. Next, the experimental results are analyzed and discussed in section 3. Finally, section 4 consists
of the conclusion of research direction as well as its future works.

2. PROPOSE METHOD
Our proposed dynamic action recognition method in certain unknown viewpoints is illustrated in

Figure 1 that consists of four cascade main blocks: (i) generate the synthetic videos from a certain real video
with ArVi-MoCoGAN model in [11]; (ii) feature extraction of the synthetic videos using various 3D CNN
models; (iii) finding attentions of channels/viewpoints and spatial with convolutional block attention module
(CBAM) [12]; and (iv) classification. Our framework is explained in the next parts from section 2.1 to sec-
tion 2.4. In addition, section 2.5 presents multiview datasets, protocol and setup parameters for the entire
experiment.

Figure 1. Framework of arbitrary view dynamic action recognition
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2.1. Generation of the synthetic fixed videos
A common space is firstly created by ArVi-MoCoGAN model which is trained by the fixed real videos

(M fixed cameras are setuped and captured for the training dataset). A novel real video is then projected in this
common space to generate M synthetic videos in M fixed viewpoints. This architecture is similar to the ArVi-
MoCoGAN model as presented in our previous research [11].

Given a real dynamic action in unknown view Zr
Vi
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where M equals to 5, 4, 7, and 3 that corresponds to the number of classes of MICAGes, IXMAS, MuHAVi
and NUMA datasets respectively. Doan et al. [11] used both synthetic videos and view predicted probabilities
of a novel real video on the fixed views for the HAR phase. In this work, only M synthetic videos of the
ArVi-MoCoGAN model are utilized as inputs of the 3D CNN feature extractors in the next step.

2.2. 3DCNN feature extraction
Doan et al. [11] only used C3D network for feature extraction. In this research, four state-of-the-art

(SOTA) 3D CNN models are utilized to compare efficient of our end-to-end HAR model that concludes C3D
[13], ResNet50-3D [14], and RNN [15], [16], spatial-temporal attention [17]. These models are deployed as
follows:
− C3D network is introduced in [13] with visual geometry group (VGG) as backbone that has become an

efficient method for spatial and temporal 3D CNN method for action recognition. In this work, the 2048-D
feature vector is extracted from FC7 layer. We utilize the network with batch normalization after every
Conv layer, the pre-trained weights on Sports-1M and fine-tuned on Kinetics dataset [18].

− ResNet50-3D is built with ResNet50 backbone and 3D Conv layer. The spatial and temporal feature vector
is taken after global average pooling layer whose dimension is 2048-D outputting. The Kinetics pre-trained
weights are applied as in [18].

− ResNet50-TP (ResNet50 temporal attention) also uses ResNet50 backbone and TP. Output feature vectors
of the ResNet50-TP model equals to 2048-D. The Kinetics pre-trained weights are applied as in [18].

− Recurrent neural network (RNN) architecture [19] and InceptionNetV3 model [20] are applied for dynamic
action feature extractor. Dimension of feature vector is 512-D. Model is also fine-tuned by the Kinetics
dataset [18] on all layers of this feature extractor.

In this paper, the 3D CNN model is used as spatial-temporal feature extractor. Inputs of the 3D CNN
extractors are the fixed multi-view synthetic videos {ZS

Vj
|j = (1, ...,M)} which are outputs of the previous

ArVi-MoCoGAN model (in section .1). Outputs of the 3D CNN extractor are feature vectors {F 3DCNN
Vj

∈
ℜ1xK |j = (1, ...,M)} as illustrated in (2).
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Where K equals 512 with the RNN feature extractor model and K is 2048 with C3D, ResNet50-3D, and
ResNet50-TP feature extractor models.
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2.3. Attention module
Feature vectors of synthetic videos {ZS

Vj
|j = (1, ...,M)} on the multiple viewpoints (F 3DCNN =

{M3DCNN (ZS
Vj
)|j = (1, ...,M)} = {F 3DCNN
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∈ ℜ1xK |j = (1, ...,M)}) are normalized and composed into

F ∈ ℜMx1xK as illustrated in (3).
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Input of this module is F ∈ ℜMx1xK where each feature vector element F 3DCNN
Vj

∈ ℜ1xK in F ∈ ℜMx1xK is
considered as a channel of the channel attention module. The channel attention module infers one 1-D channel
attention map ac ∈ ℜMx1x1 = [a

(1)
c , a

(2)
c , ..., a

(M)
c ]. The output of the channel attention part Fc ∈ ℜ1xK is

then calculated as illustrated in (4).
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(4)

Where ⊗ denotes element-wise multiplication. Each the feature vector is paired with an attention values ac-
cordingly. It is then combined with itself which is copied along the spatial dimension. Fc ∈ ℜ1xK is passed
over the spatial attention module. A spatial attention map as ∈ ℜ1x1xK is also computed. It is then utilized to
calculate the output of the CBAM model FCBAM = Fs ∈ ℜ1xK that is presented as illustrated in (5).

FCBAM = Fs = as ⊗ Fc = as ⊗ ac ⊗ F (5)

2.4. Classification
Output feature vector (FCBAM ) of the CBAM module as shown in (5) is flatten and fully connected

together before being passed through a Softmax layer to classify. In this research, the Softmax cross-entropy
loss function is applied to train and test entire networks. Given an arbitrary view dynamic action (ZVi

, (i ̸= j)),
its predicted result is p̄i. Its ground truth is pi. Thus, the loss function is calculated as illustrated in (6).

Lsoftmax =
1

K

K∑
i=1

pilogp̄i (6)

2.5. Datasets, protocol and setup parameters
Dataset: in this research, four benchmark datasets are utilized, consisting of the MICAGes [21],

IXMAS [3], MuHAVi [22], and NUMA [6] which contain 1,500, 1,584, 3,038, and 1,475 videos, respec-
tively. They are the multiview dynamic action datasets which were mentioned in detail in [11]. Protocol: an
arbitrary view evaluation protocol in [11] is utilized to test our framework on a single dataset. Where each view
is separated and seen as an arbitrary viewpoint, remaining views are used as the fixed viewpoint. Testing is
implemented by leave-one-view-out protocol entire viewpoints (Vj , j = (1, ...,M) to achieve the final result.

Setup parameter: our model is deployed with two stages: firstly, generator and discriminator of an
ArVi-MoCoGAN model are trained. Then, all layers of the generator of the ArVi-MoCoGAN model are used
and frizzed in training of the arbitrary view dynamic action recognition framework as shown in Figure 1.
Learning rate is 5*10−5; optimizer is Adam; batch size equals 32 images; loss function is cross entropy; input
image size is 224×224 pixels. Quantitation results are compared in the next section 3.

3. EXPERIMENTAL RESULT
The evaluation schemes are written in Python on a Pytorch deep learning framework and run on a

workstation with NVIDIA GPU 11G. The experiments are conducted to indicate the following problems: (i)
comparison accuracy of our arbitrary view action recognition framework using various 3D-CNN backbones;
(ii) parameters of various arbitrary view action models; and (iii) comparison of our best action recognition
models with SOTA HAR methods.
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3.1. Arbitrary view gesture recognition with various 3D CNN feature extractors
In this section, our novel view action recognition framework is evaluated by different 3D CNN back-

bones such as C3D, ResNet50-D, RNN, and ResNet50-TP. It is tested on various benchmark multi-view action
datasets consisting of MICAGes, NUMA, IXMAS, and MuHAVi datasets. Results are presented in Figure 2.

It is evident that our arbitrary view action recognition framework with C3D backbone obtains the
best accuracy on MICAGes, NUMA, IXMAS, and MuHAVi datasets at 96.6%, 92.79%, 93.01%, and 99.05%
respectively. These percentage results are far higher than using the remaining 3D CNN feature extractors
(ResNet50-D, RNN, and ResNet50-TP). While the RNN feature extractor has the lowest accuracy at 72.54%
on MICAGes and 46.02% on NUMA; the ResNet50-TP backbone achieves the smallest accuracy at 65.5% on
IXMAS and 80% on MuHAVi. Thus, the arbitrary view action recognition framework will be considered and
compared by other factors in the next section 3.3.

Figure 2. The accuracy of arbitrary view gesture recognition with various 3D CNN feature extractors

3.2. Summary of the arbitrary view dynamic action recognition models
This section summarizes in terms of params, FLOPs, time cost and model size of various arbitrary

view dynamic HAR models with different 3D CNN backbones that is trained by MICAGes dataset as illustrated
in Table 1. Where params represents the number of the trained model parameters. FLOPs shows the number
of floating point operations required by the trained model. Time cost is the time total that the model processes
from the beginning time to the ending time. Model size refers to the size of the container which contains
the trained model on a certain dataset. Parameter calculation of the arbitrary view HAR system (Figure 1) is
divided into two parts: Arvi-MoCoGAN model (second row of Table 1), 3D CNN and CBAM model (from
third row to seventh row of Table 1). This table indicates some highlight issues that:
− The ArVi-MoCoGAN model has 10.8 (M) in params, 90.75 (G) in Flops, 0.218 (s) in time cost, and 40.39

(MB) in model size. These results indicate that params number and model size of ArVi-MoCoGAN model
are smaller but time cost and FLOPs are higher than remaining parts of the end-to-end HAR framework.

− By comparing between 3D CNN extractors and CBAM model, it is apparent that using C3D + CBAM (Ford
column and third row of Table 1) has the smallest time cost at only 0.105 (s) that is dramatically smaller than
1.77 (s) of ResNet50-3D + CBAM, (0.211 (s) of ResNet50-TP + CBAM and 0.171 (s) of RNN + CBAM.
While params, FLOPS and model size are larger the remaining 3D CNN backbones at 73.37 (M), 38.70 (G),
and 293.52 (MB) respectively. Despite using C3D extractor has high params, FLOPs and model size but it
is the smallest time cost and the best HAR accuracy (section 3.1). Thus, this is worth attention and trade-off
problems for a real application.

As a result, our end-to-end arbitrary view HAR system using C3D has a time cost total of 0.323 (s) that is
equivalent to 3(fps) while it obtains the best accuracy at 96.6% on MICAGes dataset. These results can be
accepted in order to deploy a real application.

3.3. Comparison with the SOTA arbitrary view gesture recognition
In this section, we compare our best accuracy results with some SOTA methods on four benchmark

datasets as illustrated in Table 2. A glance at Table 2 it is evident that our method obtains the higher accuracy
on three published datasets than recent HAR methods, such as: 93.01% on IXMAS is larger than 87.25% in
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[11], 79.4% in [23] and 79.9% in [24]. On MICAGes dataset, our method accounts 96.6% that is better than
[8], [11], [25] from 3.72% to 7.89% in accuracy. On the MuHAVi dataset, our approach also obtains the largest
accuracy at 99.05%, it is higher than 0.78% in [11] and [23] at 5.45%. Our accuracy achieves 92.79% that
is slightly smaller than [11] and [23] at 1.72% and 1.02% on NUMA dataset while it is dramatically better
than the remaining methods in [8], [26]–[28] from 0.01% to 9.59%. This result once again indicates that our
proposed solution is more efficient than recent methods in dynamic action recognition accuracy.

Table 1. Parameters of an arbitrary view dynamic action recognition model is trained by MICAGes dataset
Params (M) FLOPs (G) Time cost (s) Model size (MB)

ArVi-MoCoGAN 10.08 90.75 0.218 40.39
C3D + CBAM 73.37 38.70 0.105 293.52
ResNet50-3d + CBAM 55.43 10.15 0.177 222.04
ResNet50-TP + CBAM 23.55 17.39 0.211 94.51
RNN + CBAM 28.78 17.47 0.171 115.38

Table 2. Comparison of arbitrary view action recognition accuracy (%) using SOTA methods
IXMAS MICAGes MuHAVI NUMA

WLE [24] 79.9 - - -
SAM [26] - - - 83.2
TSN [29] - - - 90.3
DA-Net [27] - - - 92.1
Multi-Br TSN-GRU [25] - 88.71 - 93.81
R34(2+1)D With CVA [8] - 91.71 - 92.78
DA + ELM + aug [23] 79.4 - 93.6 -
ViewCon + MOCO v2 [28] - - - 91.7
ArVi-MoCoGAN + C3D [11] 87.25 92.88 98.27 94.51
Our 93.01 96.60 99.05 92.79

4. CONCLUSION
In this research, a new arbitrary view HAR framework is proposed which combines a cascade blocks

including an ArVi-MoCoGAN network, 3D CNN feature extractors and CBAM unit. Our method is deployed
and evaluated by various 3D CNN models such as: C3D, ResNet50-3D, ResNet50-TP, and RNN. Our experi-
mental result is implemented on different benchmark datasets. It shows that using C3D backbone obtains the
best accuracy. In addition, our proposed framework archives higher efficiency than SOTA novel view action
recognition on most benchmark datasets up to 9.59%.
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