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 In recent years, the field of emotion recognition has witnessed an increased 

interest due to the rise of deep learning techniques. However, one of the 

persistent difficulties in this domain, which we have attempted to address, is 

the variability in image sizes utilized. In this study, we have reviewed the 

work by different researchers and summarized their key findings. In our 

research, we introduce a novel technique that integrates the strengths of 1D 

convolutional neural networks (CNNs) and artificial neural networks 

(ANNs) through a late fusion model, leveraging CNNs' shared weights and 

automatic feature learning for spatial and temporal data, alongside ANN's 

comprehensive feature consideration. Our research findings highlight the 

effectiveness of this approach, which achieves a remarkable accuracy of 

92.42%, along with other evaluation metrics demonstrating notable results. 

Furthermore, we conduct a comprehensive analysis of the proposed method, 

comparing it with advanced methods in the field of facial emotion 

recognition. Through this comparative analysis, we demonstrate the 

superiority of our proposed approach, addressing challenges that have not 

yet been addressed till date, thus leading to progress in this field. 
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1. INTRODUCTION 

The growth of artificial intelligence makes emotional intelligence an area which is being paid more 

and more attention to recently. This would aim to obtain an interaction between humans and computers 

which are similar to those between people. However, this requires machines to understand human emotions, 

and facial emotion detection serves as a method to reach the goal [1]. Interpreting facial expressions and 

emotions is seen as a crucial step for creating more natural interactions between humans and machines. 

Emotions can be considered as a complex phenomenon of a subject's sensitivity in relation to their 

environment and specific points of adaptation, being a mixture of behavioural, physiological, and expressive 

elements, feelings, and nervous system responses appearing automatically and being, partly influenced by 

cultural factors [2]. Emotions play a pivotal role in various facets of human life, including interpersonal 

relationships, cognitive processes, perception, and overall well-being [3]. The need to detect an individual’s 

emotions has become increasingly important for many reasons. This stems from the fact that emotions serve 

as integral components of social interaction. According to research [4], only 7% of human communication 

relies on language, while 38% is conveyed through paralanguage, and a significant majority, 55%, is 

https://creativecommons.org/licenses/by-sa/4.0/
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communicated through facial expressions.  

While emotions can be recognized through EEG, speech or text [5], facial expression serves as a 

fundamental and distinctive method by which humans communicate their emotional states and intentions, 

surpassing cultural and linguistic boundaries [6]. With the advent of machine learning and its continuous 

development, facial expression recognition (FER) systems are being actively researched and built keeping in 

mind various environmental and sociological factors and the applications of these systems. Researchers use 

ML and DL algorithms or even a combination of them for FER tasks [7].  

Ekman and Friesen [8] recognized six fundamental emotions namely: anger, fear, disgust, happiness, 

sadness, and surprise through a cross-cultural study [9] which implicated that these emotions are universally 

recognized regardless of culture [10]. Additionally, a neutral emotion can also be added, summing up the 

classification of emotions into 7 broad categories [11], [12]. 

A number of researches have been done in the field of FER [10], [13]. Majority of these works 

leverage artificial intelligence methods such as machine learning, deep learning and ensemble techniques as 

well for FER. In the field of computer vision and ML, there is a dedicated drive to generate and study the 

FER systems that can accurately recognize expressions from face image data. 

FER systems usually follow a general sequence which includes face recognition, extraction of 

features, feature representation and lastly the classification of emotions. The face detection step includes 

detecting and locating faces within an image or a video frame. Once the faces are detected, the extraction of 

required features such as facial landmarks, shapes and movements is performed. Then, extracted features are 

transformed or represented in a suitable format which can be recognized by machine learning systems. 

Lastly, features which have been transformed are input into a classification algorithm, like neural networks 

[14] or support vector machines [7], to classify the detected facial expression into predefined emotion 

categories. The steps mentioned above employ various algorithms to complete each task. The recent review 

papers on facial emotion recognition were reviewed in accordance to the datasets used, proposed 

methodology and the outcomes of the method as shown in Table 1.  

In our review of FER research, we found a few challenges. Firstly, most datasets used in studies are 

often small, which limits the diversity of facial expressions captured. Our study aims to tackle these issues by 

using data augmentation techniques to enlarge the dataset’s size so as to handle various environmental factors 

and facial features. Additionally, most studies utilize images of extremely small size for FER. However, we 

solve this by resizing the image to a higher suitable size. We also employ the use of histogram of oriented 

gradient (HOG) for the extraction of relevant features from the data. Moreover, while many FER systems 

have been developed using state-of-the-art techniques there is still need for further improvements in their 

performance. Our approach addresses all these gaps. 

 

 

Table 1. Comparison of existing FER methods  
Paper Dataset No. of classes Proposed approach Accuracy 

[15] FER2013, CK+ 7 Hybrid CNN with dense scale invariant feature 
transform aggregator 

FER2013 - 73.4% 
CK+ - 99.1 ± 0.07 

[16] SEED, CK+ 7 Spatial-temporal recurrent neural network 

(STRNN) 

SEED - 89.50% 

CK+ - 95.4% 
[12] CK+, JAFFE 7 Hierarchical deep learning structure CK+ - 96.46% 

JAFFE - 91.27% 

[5] FER2013, CK+, 
FERG, JAFFE 

7 Attentional CNN FER2013 - 70.02% 
CK+ - 98.0% 

FERG - 99.3% 

JAFFE – 92.8% 
 FER2013, CK+, 

FER+, RAF 

7 Multiple branch cross-connected convolutional 

neural network (MBCC-CNN) 

FER2013 – 71.52% 

CK+ - 98.48% 

FER+ - 88.10% 
RAF – 87.34% 

[17] FER2013, CK+ 7 Partial transfer learning-based CNN FER2013 - 82.1% 

CK+ - 66.7% 
[18] FER2013 7 Ensemble of mini-Xception models 75% 

[19] RAF, AffectNet 7 novel fusion method and ensemble learning RAF – 91.66% 

AffectNet- 72.06% 
[20] FER2013 7 Convolutional neural network ensemble 71.27% 

[21] FER2013, 

AFEW 7.0 

7 Temporal ensemble of multi-level CNN FER2013 - 74.09% 

AFEW 7.0- 49.3% 
[22] AFEW 7.0, RAF 7 Multi-region ensemble CNN RAF – 76.73% 

AFEW – 47.43% 

[23] EmotiW 2017 
dataset 

7 Supervised scoring ensemble 60.34% 
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The significant contributions of the authors are as follows: 

a) Proposed the fusion model consisting of artificial neural network (ANN) and 1D-CNN for FER which 

combines the shared weights and feature learning of 1D-CNN with ANN's ability to process all features, 

enabling automatic learning of spatial and temporal data for effective hierarchical classification of facial 

emotions. 

b) Conducted hyperparameter tuning to enhance the performance and comparative analysis of the model.  

c) Comparative result analysis 

The subsequent sections of the paper are ordered as: section 2 outlines the implementation 

procedure; section 3 introduces the proposed methodology; section 4 showcases experimental findings and 

analysis; and section 5 offers the paper's conclusions. 

 

 

2. PROCEDURE 

2.1.  Experiment environment 

In this research, we developed and experimented on the proposed system and several other 

comparative algorithms using the computing resources provided by Google Collaboratory [24]. To construct 

and prototype the models, we relied on Python [25], including Keras, TensorFlow, Scikit-learn, and Matplotlib. 

Together, these tools allowed for efficient experimentation and analysis for facial emotion recognition. 

 

2.2.  Dataset 

In our study, we utilize the Karolinska directed emotional faces (KDEF) [26] for the training and 

assessment of our methods. The KDEF dataset consists of a wide-ranging collection of 4900 images 

capturing facial expressions. They feature 70 different individuals, evenly split between 35 females and 35 

males, who were selected based on specific criteria, of age 20-30 years and with an absence of facial hair, 

accessories, or makeup during the photo sessions. 

The subjects accurately portray seven distinct emotional expressions namely neutral, happy, angry, 

afraid, disgusted, sad, and surprised. Each subject's face was photographed from 5 different angles. The 

images are of standardized dimensions of 562 by 762 pixels. 

For the purpose of our study, we have solely included the images that have been captured from a 

straight angle which sum up to 720 samples in total. Additionally, we have also resized the images to a size 

of 224 by 224 pixels for our research as compared to other studies that employ the use of images that are 

smaller in size. Samples from the dataset are shown in Figure 1. 
 

 

 
 

Figure 1. Examples from the KDEF dataset 
 

 

2.3.  Face detection 
 

Face detection stands at the forefront for recognition of facial expressions, being the initial step in 

understanding and analyzing facial expressions. In our research, we employ a popular and powerful 

algorithm, Haar Cascade [27] which is based on the Viola Jones algorithm [28]. OpenCV [29] library was 

utilized to implement Haar Cascade. Furthermore, after the faces are detected, the images are cropped so as 

to focus on the faces. This model efficiently detects faces in the provided images and crops them. An 

illustration depicting the detected and cropped images is provided in Figure 2. 
 

 

 
 

Figure 2. Cropped image using haar cascade 
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2.4.  Augmentation 

The KDEF dataset contains limited samples due to which under-fitting/over-fitting or limited 

generalization could take place. The 6137 images were produced from the dataset of 720 original images in 

batches of varying sizes depending on the different emotion classes. The count of images in each class after 

augmentation and addition to the original dataset is given in Figure 3. The parameters applied on the images 

to perform augmentation are mentioned as shown in Table 2. Figure 4 illustrates a sample image after data 

augmentation was applied. 
 
 

Table 2. Augmentation parameters 
Parameters Values 

Rescale 1./255 

Rotation range 10 degrees 

Brightness range 0.8, 1.2 

Height shift range 10 

Width shift range 10 

Zoom range 0.1 

 
 

 
 

Figure 3. Count of images after augmentation 
 
 

 
 

Figure 4. Original to augmented image 
 

 

2.5.  Feature extraction 

To transform raw image data into a more informative representation that captures relevant patterns and 

characteristics from the image, we have utilized the HOG [30] methodology. This technique dissects each image 

into smaller regions, capturing the patterns of gradient changes in these regions. By studying these changes in 

the distribution of gradients, HOG extracts the texture and shape variations from the images. Additionally, HOG 

was employed separately for each colour channel so as to preserve crucial information about the image’s colour 

composition. These features from different channels are later concatenated into a single array. The parameters 

used for feature extraction are given in Table 3. 
 

 

Table 3. HOG parameters for feature extraction 
Parameter Description Value 

Orientations Number of bins to divide gradient directions in each cell 9 

Pixels per cell Size of each block where gradients are computed (8,8) 

Cells per block Number of blocks in which gradients are calculated (2,2) 

Visualize Generate a visual representation of the HOG features True 

Multichannel Indicate if the image has multiple color channels or grayscale False 
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3. METHOD 

The proposed architecture consists of 2 independent deep learning models, a 1D convolutional 

neural network (CNN) and an ANN. These models operate in parallel, extracting high-level features from 

their respective inputs. Integrating both the models helps in learning complex patterns, with CNNs selecting 

relevant features and ANNs processing all features. This hierarchical approach enhances the accuracy and 

robustness of facial emotion recognition. The HOG filter extracts local texture features and shape 

information from images. Each model is designed to capture different aspects of input data, optimizing 

emotion recognition classification tasks. 1D-CNN arranges features based on assigned weights whereas the 

ANN has individual weights for each neuron. CNN1D is used to process one-dimensional data as compared to 

CNN2D which processes two-dimensional data [31]. The architecture comprises of four convolutional layers, 

each utilizing the ReLU activation function, followed by a Max Pooling layer and a dropout rate of 0.5 for 

regularization purposes. Then, a Flatten layer converts the output into a 1D array before concatenating to form 

the fusion model. The architecture of the model is shown in Figure 5. 
 
 

 
 

Figure 5. Architecture of ANN-CNN fusion model 
 

 

The high-level features are fetched from the last fully connected layers. This layer generates feature 

vectors. These features extracted are concatenated to form a fully combined feature vector which are then arranged 

according to their weights and passed to the fusion layer where the representations learned by the two networks are 

combined. The fusion layer allows the models to use their combined strengths while mitigating individual 

limitations for classification tasks. The model is optimized by using the loss function such as categorical cross-

entropy, sparse categorical cross-entropy to minimize the mean squared error. Also, various regularization 

techniques are used such as dropout and Batch normalization to prevent the model from overfitting. The Adam 

optimizer [32], which is considered as one of the best for optimization tasks, is used to compile the model. An 80-

20 split has been performed for training and validation purposes. The model is trained for a 100 epochs with a 

batch size of 64. Additionally, early stopping has been implemented with a patience of 10 epochs to avoid 

overfitting. Facial emotion recognition involves the non-linear relationship between the data points extracted due to 

difference is pose, lighting condition, structure and size of face for each individual. ANN model proves to be a 

good model to deal with such non-linear relationships, without knowing the exact function. 

This Algorithm 1 describes the process for developing an ensemble model for emotion classification 

using two neural network types: a convolutional neural network (CNN) and an artificial neural network 

(ANN). It begins by preparing the data and splitting it into training and testing sets. Both models are trained 

on the same features, and their predictions are combined to enhance classification accuracy. Finally, the 

trained model is evaluated and used to classify emotions into seven categories. 

 

Algorithm 1. Proposed model 
Input: Number of samples (1440, 2916) – 80% for training and 20% for testing. 

Output: Trained fusion model classifier for emotion classification 

BEGIN 

X_CNN: Data for CNN (2916, 12) 
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X_ANN: Data for ANN (2916, 12) 

y: Training labels (1152, 7) 

Base Learners = [CNN_model, ANN_model] 

Meta- Learner (ensemble model): 

Ensemble_model: CNN_model + ANN_model 

Train Neural Network:  

CNN_pred, ANN_pred  

For i=1: num Epochs  

Ensemble_model 

merge = np.concatenate([CNN_pred, ANN_pred]) 

output = Dense (7, activation ='softmax’)  

return Output 

END 

Evaluate and Test Neural Network  

Classify and Identify Emotions. 

 

 

4. RESULTS AND DISCUSSION 

4.1.  Experiment results 

The fusion model demonstrates a notable accuracy of 92.42%. The training and validation accuracy 

and loss graphs are depicted in Figures 6 and 7. The model's confusion matrix is presented in Figure 8. Table 

4 depicts the evaluation metrics for the model. Additionally, the accuracy, precision, recall and F1-score for 

each class is given in Table 5. 
 

 

Table 4. Evaluation metrics per class 
Class Labels Accuracy Precision Recall F1-Score 

Afraid 0.93 0.91 0.85 0.88 

Angry 0.92 0.91 0.92 0.92 

Disgusted 0.88 0.85 0.87 0.86 

Happy 0.98 0.93 0.97 0.95 

Neutral 0.93 0.98 0.93 0.95 

Sad 0.86 0.98 0.97 0.98 

Surprised 0.97 0.90 0.93 0.91 

 

 

 
 

Figure 6. Training and validation accuracy 

 
 

Figure 7. Training and validation loss 
 

 

 
 

Figure 8. Confusion matrix 
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Table 5. Evaluation metrics of fusion model 
Metric Value 

Accuracy 0.9242 
Precision 0.9281 

Recall 0.9253 

F1-Score 0.9264 

 

 

4.2.  Comparative analysis 

A summary of the comparison is given in Table 6. Through our analysis, we have observed that our 

proposed model demonstrates an accuracy higher than the other models utilized for FER. This validates the 

usefulness of our fusion model in the field and its effectiveness in discerning the various emotions. In addition, 

through experimentation, we have noticed that the fusion model has a higher accuracy than the individual ANN 

and CNN models with 90.01% and 91.47% accuracy respectively. Through the acquired results and comparative 

analysis, it is observed that our novel ANN-CNN fusion model generates better accuracy and outcomes. 
 

 

Table 6. Comparison of models with existing methods 
Author Dataset Method Accuracy 

Zhang et al. [16] SEED STRNN 89.50% 

Shehada et al. [17] FER2013, CK+ Partial transfer learning 82.1%, 66.7% 

Ullah et al. [19] RAF-DB, AffectNet Deep ensemble model 91.66%, 72.06% 

Jia et al. [20] FER2013 CNN ensemble 71.27% 

Nguyen et al. [21] FER2013, AFEW 7.0 Multi-level CNN ensemble 74.09%, 49.3% 

Hu et al. [23] EmotiW 2017 Supervised Scoring ensemble 60.34% 

Proposed Method KDEF Fusion model 92.42% 

 

 

5. CONCLUSION  

Through our study, we have undertaken a comprehensive investigation into methodologies for FER 

that have been carried out by researchers in the past. Our research aims to address the challenges of image 

size, dataset size and variability and extraction of features in this domain, marking a significant step forward 

in tackling this issue. Our primary contribution lies in the introduction of a novel model combining ANN and 

CNN through late fusion. This model is fed with an input of the feature extracted using the HOG technique. 

Through careful architectural considerations and hyperparameter tuning, the Fusion model has demonstrated 

exceptional performance, achieving an impressive accuracy of 92.42%. Furthermore, it has proven to provide 

precision, recall, and F1-Scores that are noteworthy, underscoring its efficacy in accurately discerning 

emotions from facial images. Moreover, by utilizing late fusion technique, we have successfully integrated 

raw data and feature vectors extracted from different modalities, resulting in a model with enhanced 

classification accuracy. Moreover, in our comparative analysis against existing methodologies, our model has 

outperformed state-of-the-art approaches across various datasets. This highlights the efficiency of our 

suggested methodology. In conclusion, our work contributes valuable insights into the field of facial emotion 

recognition, providing a solid foundation for future research and applications in this area. 
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