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 Illegal fishing is a pervasive and destructive global issue that poses a 

significant threat to maritime ecosystems and the resilience of fisheries. 

Illegal, unregulated, and unreported (IUU) fishing leads to the extinction of 

the fishing population. Many researchers have presented various approaches 

to detect illegal fishing, for example, using sensors, image recognition, and 

convolutional neural networks (CNNs) but each one has some limitations. 

Our research aims to compare different vessel gear types to select the best 

vessel container that can be easily monitored and less prone to illegal 

activities. To achieve this, our research proposed an optimization method 

that involves hyperparameter selection using a genetic algorithm instead of a 

grid search. Using the crossover method of the genetic algorithm our model 

is compatible with larger datasets and unknown search space which is not 

possible in the baseline algorithm i.e. grid search. Moreover, after applying 

the genetic hyperparameter optimization technique, the overall accuracy, 

recall, and F1 score is increased for all vessel types significantly. While 

comparing our optimized model with the existing model with different 

evaluation metrics, our model’s performance is outstanding. 

Keywords: 

Illegal fishing 

Machine learning 

Sea vessels location 

Unregulated fishing 

Unreported fishing 

This is an open access article under the CC BY-SA license. 

 

Corresponding Author: 

Ajay Kumar 

Department of Computer Science and Engineering, JSS Academy of Technical Education 

C-20/1, Sector 62, Noida, Uttar Pradesh, 201301, India 

Email: ajay.itcs@gmail.com 

 

 

1. INTRODUCTION 

Overfishing and illegal fishing are major dangers to marine ecosystems and the global security of 

food. Foreign fleets exploiting marine resources, particularly in regions such as West Africa, have a negative 

impact on the local economy and communities. The discovery that illegal, unreported, and unregulated (IUU) 

fishing is a significant problem for the region has increased worries about the sustainability of the fishery [1]. 

Because of methods for reconstructing previous captures and correcting misreporting, the actual quantity of 

fish that has been removed could be significantly larger than recorded [2]. Fisheries management requires 

rigorous monitoring and enforcement of rigid laws [3]. The fishing industry supported the Gulf’s economy 

for generations, yet statistics on catch are still inaccurate today. Calculating these captures often yields 

dramatically different baselines for past catches, raising questions about how closely publicly reported data 

represent reality and the long-term sustainability of certain management decisions [4]. The present state of 

global fisheries provides an outlook on marine fisheries globally with a focus on mitigating the level of 

sustainability as well as industrial exploitation which results in unceasing economic growth [5]. Combating 

these issues requires creative strategies that make use of technology and data-driven solutions. This paper 

presents a framework of global fishing watch (GFW) to identify unlawful fishing in the ocean using 
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automatic identification system (AIS) data. In the APFIC region, IUU fishing is a serious issue that is 

projected to cost up to US$23 billion a year [6]. The harmful impacts of unlawful foreign capturing on the 

viability and profitability of Somali fisheries are demonstrated in groundbreaking research entitled “Securing 

Somali fisheries” [7]. In order to solve the abovementioned challenge, Ball [8] provided a unique method for 

assessing IUU fish and bird by-catch. For providing empirically trustworthy data and confidence intervals, 

the approach uses an animated model that inculcates “noticed” and “unnoticed” traces of IUU fishing cases. 

Agnew [9] presented a detailed description of the 1999-adopted catch document scheme, which attempted to 

lower illicit fishing using trade-related measures. The methodology entails recording specifics about the 

catch, such as the vessel, the location, and the time of capture, and confirming that the fishing activity was 

lawful. But it requires collaboration from a lot of different people, such as importers, exporters, fishers, and 

processors. MRAG in 2016 [10] presented a Monte Carlo simulation to measure the extent of illicit fishing 

under the sea (IUU) linked to eleven primary risks in four risk categories: i) fishing without a license or 

authorization; ii) falsifying information; iii) violating other license requirements; and iv) risks arising after 

harvest. 

Aanes et al. [11] proposed a Norwegian Economic Zone’s satellite-based maritime tracking system 

that offers comprehensive data on individual vessel voyages. The main limitation of this system is its 

complex structure. Several machine learning techniques were used by Bellin et al. [12] to forecast the 

quantity and distribution of marine organisms. Models like random forests (RF), support vector machines 

(SVM), and neural networks were used in the study. The interactions between environmental factors and 

species distributions that are intricate and non-linear can be handled by these models. The main drawback of 

machine learning techniques is their heavy reliance on big, high-quality training datasets. Free et al. [13] 

proposed a study to assess the extent of illicit fishing and its negative impacts on a particular endangered fish 

species using a combination of quantitative and qualitative methodologies, offering important information for 

conservation efforts. A thorough evaluation of the literature was done by Li et al. [14] in order to gather and 

evaluate the current literature on maritime surveillance employing optical sensing methods. sensor fusion, 

object identification and tracking, picture processing, and surveillance. A ship detection technique that makes 

use of convolutional neural networks (CNNs) was presented by Huang et al. [15]. Deep learning 

architectures called CNNs are created especially for image processing applications. In order to teach a CNN 

model, the distinguishing characteristics of ships, a sizable dataset of tagged remote sensing photos was used 

as training data. The computational intensity of CNNs is a drawback, particularly when handling huge 

datasets and intricate image processing jobs. It frequently takes a lot of processing power and memory to 

train CNNs. Deep CNNs were used by Grace et al. [16] to recognize ships from high-resolution remote 

sensing photos. The process entailed using a sizable dataset of annotated remote sensing photos to train a 

CNN model in order to identify hierarchical characteristics typical of ships in various environmental settings. 

A drawback of deep neural network (DNN) models is their huge number of layers and parameters, which 

require a lot of processing power and memory when training on big datasets. The over feat system, which is 

built on CNNs for integrated recognition, localization, and detection tasks in computer vision, was suggested 

by Sermanet et al. [17]. The over feat system's unified architecture for object comprehension is one of its 

main benefits but its cost and complexity intricacy may be a drawback. A comprehensive assessment of the 

literature was carried out by Khatami et al. [18] to assess the state of the field regarding ship detection in 

optical remote sensing pictures. Studies, research papers, and technical reports that were published in 

scholarly journals and conference proceedings were included in the study. The integration of deep learning 

architectures and sophisticated machine learning algorithms, among other recent developments in ship 

identification approaches, was emphasized in the article. Mittendorf et al. [19] used machine learning 

approaches to determine sea conditions based on an analysis of in-service data obtained from a cargo vessel. 

Preprocessing the operating data from the vessel, including motion, acceleration, and other pertinent sensor 

readings, was part of the technique. The preprocessed data is used to train and assess a variety of machine 

learning models, including RF, SVM, and neural networks, with the purpose of classifying distinct sea states. 

RF algorithms were used by Wang et al. [20] to classify ships based on static information obtained from AIS 

data. Preprocessing AIS data to extract pertinent static properties such as ship class, length, breadth, and draft 

was part of the technique. The capacity of RF to produce high classification accuracy is a major benefit when 

it comes to ship classification. The low interpretability of RF algorithms in comparison to more 

straightforward models such as logistic regression or decision trees may be a drawback. 

Zhong et al. [21] classified vessels based on space-based AIS data by utilizing RF algorithms. 

Preprocessing AIS data from satellite views was part of the technique to extract pertinent information such as 

vessel type, size, and speed. Computational complexity is a drawback that RF may have the computational 

complexity, particularly when working with big datasets and high-dimensional feature spaces. CNNs are 

used by Zhang et al. [22] to recognize ships from high-resolution remote sensing photos. A R-CNN model is 

trained using a sizable dataset of tagged photos of ships with background clutter as part of the process. High 
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detection accuracy is an advantage, but significant quantity of labeled data is usually needed to train a R-

CNN model.  

Our study compares various types of vessel gear in order to identify the most readily monitored and 

less likely to be used for illicit purposes vessel container. The research we conducted suggested an 

optimization technique that selects hyperparameters via a genetic algorithm rather than a grid search in order 

to accomplish this. This approach is suitable with more extensive datasets and unknown search spaces, which 

is not achievable with the baseline technique, i.e. grid search, thanks to the genetic algorithm's crossover 

method. Furthermore, all vessel types experience a considerable increase in overall accuracy, recall, and F1 

score following the use of the genetic hyperparameter optimization technique. 

The work is organized as follows. Section 2 delineates the theoretical fundamentals of machine 

learning models employed in our research work. The proposed system methodology that has been chosen to 

satisfy the see vessel location detection data requirements is described in section 3. The implementation of a 

genetic algorithm to optimize the machine learning model’s accuracy and geographical map representation of 

actual and predicted sites to show that the illegal areas are described in section 4. Python Software is used to 

obtain results. The study's conclusions are presented in section 5. 

 

 

2. THEORETICAL FUNDAMENTALS 

This section discusses some of the theoretical fundamentals of conducting the experiment. Different 

algorithms are used to train the model and compared based on evaluation metrics like F1 score, recall and 

accuracy. Here is a brief description of the algorithms used. 

 

2.1.  Random forest 

RF is a classifier that aggregates the results of several decision trees applied to various dataset 

subsets. It operates by generating many “decision trees” in the process of training. With the help of the 

insights from several trees, this cooperative approach to “decision-making” produces accurate and consistent 

outcomes [23]-[25]. In our research after the selection of hyperparameters, a model is trained using the RF 

algorithm which is further evaluated using different evaluation metrics. The architecture of the RF algorithm 

is given in Figure 1. 

 

 

 
 

Figure 1. Random forest architecture 

 

 

2.2.  Gradient boosting classifier 

Gradient boosting classifier (GBC) is a powerful enhancing method that uses gradient descent to 

train every fresh model to reduce the loss function of the preceding model, such as the mean squared error 

[26]-[30]. This approach trains a new weak model to reduce the slope of the loss function with respect to the 

predictions made by the current ensemble in each iteration. Then, the predictions of the new model are 

included in the group, and the procedure is repeated until a stopping condition is satisfied. In our research 

after the selection of hyperparameters, a model is trained using GBC algorithm which is further evaluated 

using different evaluation metrics [31]-[33]. The architecture of the RF algorithm is given in Figure 2. 
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Figure 2. Gradient boosting classifier architecture 

 

 

2.3.  Genetic algorithm 

Genetic algorithm is an iterative approach in which the population undergoes several modifications 

to find the best population [34]-[38]. This algorithm mainly focuses on finding the best individuals so that 

new offspring can be generated using them. It gradually evolves as the best solution after continuous 

improvement [39], [40]. In our research hyperparameters are selected and optimized using an iterative 

method of genetic algorithm to select the best hyperparameter before training our model. The flowchart of 

the genetic algorithm is given in Figure 3. The proposed methodology used in the research work is described 

in the next section. 

 

 

 
 

Figure 3. Flow chart of genetic algorithm 

 

 

3. METHOD  

This section describes the proposed research methodology in which step-wise procedure is given. As 

an illustration of the thorough approach used in the proposed technique, Figure 4 shows this process in 

graphic form, with each stage shown in a sequential flow. The methodical procedure for maximizing sea 

vessel position detection to detect illicit fishing is explained in this flow diagram, which can be used as a 

reference for implementation and comprehension. 
 

 

 
 

Figure 4. Proposed research methodology flow diagram 
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3.1.  Data collection 

Datasets are collected from GFW and AIS. GFW uses AIS data to track and examine fishing activity 

throughout the globe. The dataset consists of vessel identity using a unique maritime mobile service identity 

(MMSI) number, identity, course, speed, type, position (latitude, longitude), and navigational status. Further, 

the collected datasets are sent for data preprocessing. 

 

3.2.  Data preprocessing 

Datasets were already labeled, cleaned and normalized. Some data with null value was present that 

was removed for further processes. It was done by the ‘pandas’ module. After data preprocessing all the data 

with null values is eliminated. Then, the preprocessed datasets are sent for data feature extraction. 

 

3.3.  Features extraction 

In the data feature extraction phase, several key features were extracted from the datasets to aid in 

the analysis of sea vessel activities. These features include the MMSI number, timestamp, latitude (lat), 

longitude (lon), speed, an indicator of whether the vessel is fishing, distance from shore, and distance from 

port. These features provide critical information for assessing vessel behavior and identifying potential illegal 

fishing activities. With these features in hand, the next step is to optimize the performance of machine 

learning models by selecting the most effective hyperparameters. This optimization is achieved using two 

distinct methods: grid search and genetic algorithm. Grid Search involves a systematic, exhaustive search 

over a predefined set of hyperparameters to find the optimal combination, while the genetic algorithm 

employs evolutionary techniques to iteratively improve hyperparameters based on simulated natural 

selection. Both methods aim to enhance the model's ability to accurately detect illegal fishing activities by 

refining the hyperparameters to best fit the extracted features. 

 

3.4.  Grid search 

Optimal hyperparameters are selected using the grid search method. It uses multiple combination 

techniques to find the best hyperparameter. It was done by the sklearn module. Hyperparameters with range 

were defined for both the RF and GBC models. For RF model: Param-grid = {'n-estimators': [100, 200, 300], 

'max-depth': [10, 20, 30], 'min-samples-split': [2, 5, 10]}. For GBC model: Param-grid = {'learning-rate’: 

[0.05, 0.1, 0.2], 'max-depth': [2, 3, 5], 'min-samples-leaf': [3, 10, 20]}. Based on these ranges best 

hyperparameters are selected for respective models by grid search for further model training. 

 

3.5.  Genetic crossover and mutation 

Optimal hyperparameters are selected using a genetic algorithm. It uses operations such as selection, 

crossover, and mutation to repeatedly develop a population of potential solutions. Different combinations of 

parameters are selected and then crossover is performed. Crossover is nothing but the mixing of best guesses 

from the previous rounds. After crossover certain members of the population are subjected to random 

modifications to keep diverse search space this process is called mutation. In our case, the population size is 

set as 10 and the mutation rate as 0.1. 

 

3.6.  Model training 

Different hyperparameter optimization strategies are used to train the RF and GBC models in order 

to maximize sea vessel location detection for identifying illicit fishing. Grid search is used to optimize the RF 

model by methodically assessing every conceivable combination of hyperparameters and identifying the 

model that performs the best. 

 

3.7.  Model evaluation 

Evaluation metrics like accuracy, recall, and F1 score are used to evaluate the performance of each 

model. RF and GBC models trained using the grid search method and genetic method are evaluated 

separately by evaluation metrics. In the next step, a comparison of all the models is done using these model 

evaluation data. 

 

3.8.  Model comparison 

Matplotlib is used to plot a graph based on the F1 score of each model. The best model and best 

hyperparameter selection technique are easily identified by reading the graph. After the detailed description 

of the proposed research methodology given above, the implementation results with discussion are provided 

in the next section. 
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4. RESULTS AND DISCUSSION  

In this section, the implementation results are explained with the help of some performance 

parameters and geographical models. Using graphical representations of fishing tracks, such as tracks of 

fishing vessels and the estimated fishing locations and areas, vessel movements, and fishing patterns can be 

explained in a straighter forward and easy to follow manner. For a given MMSI in our research, two images 

of the tracks are generated, one indicating the actual fishing sites (in red) and another image with the 

predicted fishing sites (in green) as shown in Figures 5 and 6. 

 

 

 
 

Figure 5. Geographical representation of actual and predicted sites 

 

 

 
 

Figure 6. Zoomed geographical representation of actual and predicted sites 

 

 

Our research proposed a model performance table based on the performance of different models 

after genetic hyperparameter optimization. Through a detailed analysis of these six model pairs’ F1 scores 

and other pertinent metrics, as shown in Table 1, our research proposed which algorithms work best for 

classifying the various kinds of vessels in our tracking system GBC is the best algorithm for purse seines and 

for trawlers, RF is best. Concerning this table, the best model can be implemented on a large scale to improve 

accuracy and efficiency. The performance matrix of sea vessel models after genetic optimization is given in 

Table 1. 

 

 

Table 1. The performance matrix  
Model Accuracy Recall F1-score 

RFLongliners 0.892 0.906 0.912 

GBCLongliners 0.882 0.890 0.902 

RFTrawlers 0.945 0.957 0.934 
GBCTrawlers 0.940 0.956 0.929 

RFPurseSeines 0.895 0.814 0.986 

GBCPurseSeine 0.897 0.840 0.991 

 

 

4.1.  Comparison with baseline algorithms 

Previous research has utilized various machine learning methods, including gradient boosting and 

RF, to tackle the challenge of detecting illegal fishing activities. These models have proven effective but 

often face limitations in terms of accuracy and predictive capability. In our study, we enhance these 

traditional approaches by refining those using genetic algorithms, which introduce evolutionary optimization 

techniques to fine-tune hyperparameters and improve model performance. This methodological advancement 
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aims to achieve more precise detection of fishing activities and better prediction of vessel movements. In this 

section, we conduct a comparative analysis between the performance of existing algorithms and our 

optimized models. This comparison highlights the improvements brought by the genetic algorithm-enhanced 

models, demonstrating their superior ability to accurately identify illicit fishing activities and predict vessel 

behavior more effectively than conventional methods. 

 

4.1.1. RF vs RF optimized with genetic algorithm 

Because the hyperparameters are tailored according to the unique data and job, optimized RF 

performs better (for example, higher accuracy, recall, and F1-score). Baseline RF is quicker to train since it 

does not require any hyperparameter searches. Simply train the model with the default values. Figures 7 and 8 

demonstrates the metrics obtained before and after genetic algorithm optimization in model-1 purse seines. 

Baseline RF accuracy: 0.82600, optimized RF accuracy: 0.88740, baseline RF recall: 0.75532, optimized RF 

recall: 0.821435, baseline RF F1-score: 0.49477, optimized RF F1-score: 0.74957. 

 

 

 
 

Figure 7. Evaluation metrics of RF model 

 
 

Figure 8. Evaluation metrics of RF model with GA 

optimization 

 

 

4.1.2. GBC vs GBC optimized with genetic algorithm 

The enhanced GBC with a genetic algorithm outperforms the baseline model, albeit at the cost of 

additional computing time and complexity. This trade-off is frequently justifiable in situations where the 

maximum potential performance is required. Figures 9 and 10 demonstrates the metrics obtained before and 

after genetic algorithm optimization in model-1 purse seines. Baseline GBC accuracy: 0.82860, optimized 

GBC accuracy: 0.88720, baseline GBC recall: 0.78191, optimized GBC recall: 0.98120, baseline GBC F1-

score:0.50719, optimized GBC F1-score: 0.97612. 

 

 

 
 

Figure 9. Evaluation metrics of GBC model 

 
 

Figure 10. Evaluation metrics of the GBC model with 

GA optimization 

 

 

4.2.  Overall model comparison 

Our research proposed an overall model comparison between the existing methods i.e. grid search 

hyperparameter selection and the optimized method i.e. genetic hyperparameter selection. Concerning the 

graph, as shown in Figures 11 and 12, of F1 score it can be easily determined that after applying genetic 

algorithm the overall F1-score is increased for both GBC and RF methods significantly. 
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Figure 11. F1 score of different mode 

 
 

Figure 12. F1 score of different models after genetic 

optimization 

 

 

5. CONCLUSION 

The research concludes that the issues associated with unlawful and unsustainable fishing practices 

can be resolved by selecting best vessel container among different vessel gear types of sea vessels using 

machine learning algorithms. The modelling of geographical areas is used to predict correct fishing sites 

helps in combating IUU fishing. The proposed methodology uses two algorithms i.e. RF and gradient 

boosting to select best vessel container. Also, with genetic optimization of hyperparameter selection on the 

selected vessel model gives better results in terms of accuracy, F1 score and recall as compared to baseline 

hyperparameter selection techniques. The dataset used to do this research work is GFW AIS which is the 

larger datasets and compatible with our proposed algorithms. Through our research work, IUU fishing which 

is a significant problem of any government can be solved. We can easily predict the locations where illegal 

fishing is going to happen. This will be a great impact on the society as well due to the sustainability of 

fisheries. As a future work, in addition to AIS data, combining other sources like as satellite photographs, 

fisheries eyewitness reports, and vessel surveillance system (VMS) data can offer a more complete view of 

fishing operations and improve detection algorithm’s accuracy. 
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