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 Quantifying image quality in the absence of a reference image continues to 

be a challenge despite the introduction of numerous no-reference image 

quality assessments (NR-IQA) in recent years. Unlike most existing NR-

IQA methods, this paper proposes an efficient NR-IQA method based on 

deep visual interpretations. Specifically, the main components of the 

proposed method are: i) generating a pseudo-reference image (PRI) for the 

input distorted images, ii) employing a pretrained convolutional network to 

extract feature maps from the distorted image and the corresponding PRI, iii) 

producing visual explanation images (VEIs) by using the feature maps of the 

distorted image and the corresponding PRI, iv) measuring the similarity 

between the two VEIs using an image similarity metric, and v) employing a 

non-linear mapping function for quality score alignment. In our experiments, 

we evaluated the efficacy of the proposed method across various forms of 

distortion using four benchmark datasets (LIVE, SIQAD, CSIQ, and 

TID2013). The proposed approach demonstrates parity with the latest 

methods, as evidenced by comparisons with both hand-crafted NR-IQA and 

deep learning-based approaches. 
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1. INTRODUCTION 

Indeed, 2-dimensional (2D) multimedia technologies with their applications, notably 

communications, education, and industry, are a key element for human visualization. However, digital 

images show low perceived visual quality for some capturing settings, notably noise sensitivity, aperture, 

lighting, exposure, and lens limitations. These settings can create distracting image artifacts that negatively 

impact the related human visual quality. The implementation of an automatic image quality assessment 

(IQA) algorithm to forecast the digital images’ quality can facilitate the management of substandard images 

or the correction of their quality while they are being captured. Recently, numerous IQA algorithms have 

been suggested. Subjective and objective IQA algorithms can be distinguished by the degree to which human 

eyes evaluate the rankings. Based on the existence or lack thereof of a reference image, objective assessment 

can be essentially categorized into three groups: i) full reference IQA (FR-IQA), ii) no reference or 

reference-free IQA (NR-IQA), and iii) reduced reference IQA (RR-IQA) [1]–[4]. 

Indeed, regardless of the absence or presence of a reference image during the quality assessment 

procedure, the fundamental concern of IQA is to quantify the “distance” between the reference and distorted 

images. It is worth noting that the term “distance” refers to the index that is being assessed (e.g. mean square 

https://creativecommons.org/licenses/by-sa/4.0/
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error and signal-to-noise ratio). It should be noted that NR-IQA algorithms operate under the assumption that 

assessing image quality does not require a direct comparison between the original and test images. Thus, in 

situations where the original image is unavailable, they may be utilized [1]. Despite the existence of 

numerous NR-IQA approaches, only a limited number of studies have focused on an additional severe quality 

evaluation, namely the degree of degradation in an image's quality. An NR-IQA method was proposed by  

Li et al. [5] to handle fuzzy images. This method used the original blurred image as a pseudo-reference image 

(PRI) and imposed additional blur degradation on it. The final evaluation score was calculated as a fuzzy 

index between the two images. On of the main limitations of this approach is that it solely accounted for a 

solitary hazy distortion. Additionally, Min et al. [6] proposed three distortion-specific metrics based on PRI 

to estimate blockiness, sharpness, and noisiness, respectively. In order to generate the PRI, a degradation was 

applied to the distorted image for every form of distortion. Next, the PRI was used as a new benchmark to 

determine the “distance” between the PRI and the distorted image, and each estimating model used this 

distance as the quality score prediction. Zhan and Zhang [7] proposed an effective NR-IQA method for 

assessing the quality of JPEG images based on computing the luminance and blockiness in 8×8 blocks in a 

single JPEG image. On of the main limitations of this method is that it has been customized for JPEG images 

and it may give limited performance with other kinds of images. Oszust [8], introduced a novel NR-IQA 

approach by characterizing the distorted image by the distribution of the orientations of local gradients in 

regions of different sizes. With the aim of improving the performance of NR-IQA methods, researchers have 

recently employed deep learning as the core technology to address the challenges of quality assessment. Most 

deep learning-based methods have employed deep convolutional neural networks (CNNs) for feature 

extraction from input images to assess their quality [9]–[12]. Ravela et al. [13], initially determined the 

nature of the image distortion. Then, for each distinct form of distortion, they predicted the perceived 

degradation of image quality utilizing CNN. Pan et al. [14] introduced a distortion-aware CNN model called 

DACNN for blind IQA. The DACNN method demonstrated efficacy in handling genuine image distortions 

as well as those induced artificially. Zhou et al. [15], introduced a novel NR-IQA approach utilizing an 

attentional feature fusion mechanism. In this approach, thickness, local, and global information were 

extracted from the images, correspondingly, using three CNNs networks, namely VGG19, VGG16, and 

ResNet-50. Then, these features were fused to facilitate the perception of various types of distortions through 

the incorporation of attention mechanisms. Lin and Wang [16] used generative adversarial networks (GANs) 

for NR-IQA. The generative network was employed to create a reference image that was free of distortion for 

input image that was distorted. The features derived from the distorted image were subsequently combined 

with the information extracted from the hallucinated reference image in order to forecast the quality of the 

perceptual image. Other studies in literature have employed pre-trained CNNs like AlexNet or VGG16 as 

feature extractors. Bianco et al. [2] demonstrated the efficacy of a fine-tuning pre-trained CNN model to 

extract feature vectors from random regions of an input image. Gao et al. [17], on the other hand, utilized 

global minimum and maximum pooling to extract features that were not dependent on resolution from 

multiple layers of an AlexNet model. Like [2], the perceptual quality was ascertained through the arithmetic 

mean of the subscores obtained from the layer-wise feature vectors and a trained support vector regressor. 

Also, Varga [18] proposed a NR-IQA method based on attaching global average pooling layers to Inception 

modules of CNN network pre-trained on ImageNet dataset. 

In general, most related works exhibit some limitations, such as a lack of comprehensive evaluation, 

dependence on specific assumptions, and limited interpretability in deep learning-based methods. In contrast 

to all current NR-IQA methods, we present an effective NR-IQA method in this paper utilizing deep visual 

interpretations. In particular, we propose extracting deep visual explanations from the degraded image and 

the corresponding PRI and then measuring the distance between the visual interpretations of the input image 

and its PRI using a full reference image quality assessment metric (e.g., signal-to-noise ratio). The similarity 

score that is obtained serves as a metric to assess the quality of the input images. The Grad-CAM [19] 

method is utilized to extract deep visual interpretations. In this paper, we assume that robust methods, like 

Grad-CAM, for interpreting deep learning models will produce the same visual interpretation for two 

identical images, and the similarity between the two visual interpretations of two identical images will be 

maximum. Therefore, measuring the similarity between the visual interpretations of the degraded image and 

its PRI can be a suitable way of assessing NR image quality. Up to the authors' knowledge, very few works 

have been proposed in the literature that consider visual interpretations for NR-IQA. Primary results have 

been presented in [20]; however, in this paper, we present a detailed study of various distortion types and 

many datasets. A comparative study with both traditional and deep learning NR-IQA methods is provided.  

Section 2 explains the main steps of the proposed NR-IQA algorithm. Section 3 provides the results 

of our method on different benchmark datasets considering different distortion types, and also it presents a 

detailed ablation study and comparison with existing NR-IQA methods. Section 4 concludes our study and 

provides some suggestions for future research on NR-IQA. 
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2. METHOD 

Figure 1 depicts the workflow of the suggested method. The key steps of the proposed approach are: 

− Simulating a PRI,  

− extracting deep learning features through deep transfer learning, 

− generating visual explanation image (VEI) using Grad-CAM, 

− calculating the similarity between the VEI of the distorted input image and the VEI of PRI using a 

similarity measure like the peak signal-to-noise-ratio (PSNR), 

− employing a nonlinear mapping function to transform quality scores into a final NR-IQA score, 

quantifying the overall quality of the distorted input image.  

In the subsequent subsections, we explain the key steps of the proposed approach in detail. 
 

 

 
 

Figure 1. The workflow of the proposed NR-IQA approach 
 

 

2.1.  Step 1: simulating PRI 

Min et al. [6], employed the same degradation process that generates the distorted image to further 

degrade it is used to produce a PRI image. In the case of varying distortion types, a degradation model for 

each type is defined. In this study, Gaussian blur (GB), white noise (WN) distortion, JPEG and JPEG2000 

compression, are considered. We briefly introduce each degradation model: 

− Gaussian blur degradation model [21]: following the fact that excessive blur introduces spurious 

structures that can be used as a reference image for the blurred image. To determine the PRI, a 3×3 

averaging filter is used. Given a “Y” distorted image, the PRI is determined as: 
 

PRI=f*Y=
1

9
[
1 1 1

1 1 1

1 1 1

] *Y (1) 

 

where "f" is the blurring filter, we configured it as an averaging filter, and * is the convolution operator. 

− White noise degradation model: in this case, PRI is formed by introducing Gaussian noise to the distorted 

image Y [6]: 
 

PRI = Y + N(0, σw) (2) 
 

where white noise N(0, σW) with a mean of zero and a σw standard deviation. 

− JPEG and JPEG2000 compression [22]: here, PRI is obtained by compressing the distorted image. Given 

the distorted image Y, PRI is produced as: 
 

PRI = JPEG(Y, QT) (3) 

 

In this expression, JPEG refers to the JPEG encoder, while QT refers to the quantization table used which 

is fixed and represents very low compression quality. 
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2.2.  Step 2: extracting feature maps utilizing pretrained CNN models 

Transfer learning has demonstrated its ability to achieve cutting-edge performance across a range of 

applications, particularly when confronted with limited datasets [23]. The employment of pre-trained CNNs 

for feature extraction allows leveraging the powerful representation capabilities of a pre-trained CNN without 

needing to train an entire new network from scratch. Within the scope of this study, we will employ transfer 

learning, leveraging both pre-trained and fine-tuned networks. Specifically, we employ a set of robust pre-

trained CNNs (pretrained on ImageNet dataset), such as DarkNet19, InceptionResNetV2 and VGG16 [24] to 

extract feature maps from the input distorted image and the corresponding PRI. Each feature map captures 

different levels of abstraction, from basic edges and textures in the earlier layers to complex object parts and 

higher-level concepts in the deeper layers. Table 1 presents a brief description of the pretrained CNN models 

used in this study. 
 

 

Table 1. Description of the pretrained CNN models 
Pretrained model Input image size Depth No. of parameters (million) 

Darknet19 256×256 19 20.8 

InceptionResNetV2 299×299 164 55.9 

VGG16 224×224 16 138 

 

 

The pretrained CNN model used in this study can be downloaded from 

https://www.mathworks.com/. It should be noted that NR-IQA algorithms that rely on transfer learning have 

often incorporated data augmentation to enhance the diversity of training datasets, resulting in improved 

performance [25]. In this paper, multiple image transformations have been used, which include rotation, 

zoom, horizontal/vertical flips, and horizontal/vertical shifts [23], [26]. It is worth noting that the 

performance of the linear functions is improved by increasing the quantity of distorted input images used in 

this work by increasing and diversifying the size of the databases input to the pre-trained models. Although 

these models are trained on very large databases, they may be inconsistent with some tasks, so we increase 

the input data to improve their performance [27]. 

 

2.3.  Step 3: generating VEI 

A VEI is a heat map that identifies the important regions in the input image. It depicts the most 

important areas of the image that contribute to the decision to classify the model for a particular class. 

Various methods have been proposed in last years to explain CNNs, such as Grad-CAM, guided Backprop, 

class-activation mapping (CAM), saliency map, and occlusion map. In this paper, we employ the Grad-CAM 

generated from pre-trained CNNs to generate VEIs of the distorted input image and the PRI. Grad-CAM is a 

widely used visual explanation method and it provides accurate interpretation when compared with other 

methods [28]. 

Grad-CAM is a visualization technique used to obtain a class-discriminative localization map (i.e., 

VEI), denoted as LGrad−CAM
c ∈  Ru×v  in generic CNN-based architectures. The Grad-CAM method has 

several steps starting with the computation of the gradient of the predicted class yc with respect to feature 

maps A of a convolutional layer, represented as 
∂yc

∂Aij
k . To get weights, these gradients are globally average-

pooled, denoted as αk
c , which can be computed as [28]: 

 

αk
c =

1

Z
∑ ∑

∂yc

∂Aij
kji  (4) 

 

where the weight αk
c  represents a partial linearization of the deep network downstream from A, and these 

weights capture the importance or relevance of each feature map channel k for the target class c. It should be 

noted that yc could be any differentiable activation.  

The Grad-CAM heat-map is generated as a weighted combination of feature maps using the 

obtained weights. Specifically, it is computed as the non-linear rectified linear unit (ReLU) activation 

function applied to the sum of αk
c  multiplied by Ak across all channels, as: 

 

LGrad−CAM
c = ReLU(∑ αk

c Ak
k ) (5) 

 

The resulting Grad-CAM heat-map represents a visualization of the important regions in the feature 

maps for the target class. This heat-map is used as a VEI. Notably, the VEIs of the distorted image and its 

corresponding PRI are the same size.  



Indonesian J Elec Eng & Comp Sci  ISSN: 2502-4752  

 

 No-reference image quality assessment based on visual … (Basma Ahmed) 

1525 

2.4.  Step 4: similarity calculation 

In this paper, various similarity measures are assessed including, gradient magnitude similarity 

deviation (GMSD) [29], peak signal to noise ratio (PSNR) [30], NCC [30], feature similarity (FSIM) [31], 

normalised absolute error (NAE) [30], visual saliency-based index (VSI) [32] and structural similarity index 

(SSIM) [33]. The ablation study (section 3.5) demonstrated that the PSNR yields to the best NR-IQA results, 

and thus it is employed in the proposed method. 

 

2.5.  Step 5: mapping function for score alignment 

Oszust [8], employ a five-parameter logistic function as a nonlinear mapping function to assign 

quality scores: 

 

q  =̀  β
1

(
1

2
-

1

1+exp⁡(β2(q-β3))
) +β

4
q+β

5
 (6) 

 

The parameters {βj|j = 1,2, … .5} are those five parameters derived through curve fitting. The original and 

mapped quality scores, denoted as q̀ and q, respectively.  

 

2.6.  Evaluation metrics 

In this study, three performance metrics were used to evaluate the performance of NR-IQA 

methods: i) pearson linear correlation coefficient (PLCC), ii) Spearman's rank ordered correlation coefficient 

(SROCC) [34], and iii) root-mean-square error (RMSE) [6]. 

 

 

3. RESULTS AND DISCUSSION 

3.1.  Benchmark databases 

Four standard IQA databases, including LIVE [35], CSIQ [36], SIQAD [37], and TID2013 [38], are 

used in this study to evaluate the performance of the proposed method. Moreover, four common distortion 

types: GB, WN, JPEG, and JP2K, are considered in our experiments. Detailed information about the 

databases is summarized in Table 2. 

 

 

Table 2. Detailed information on the benchmark databases 
Benchmark 

databases 

No. of 

reference 
images 

No. of GB 

distorted 
images 

No. of WN 

distorted 
images 

No. of JPEG 

distorted 
images 

No. of JP2K 

distorted 
images 

Score type 

LIVE [35] 29 145 145 169 175 DMOS[0,100] 

CSIQ [36] 30 150 150 150 150 DMOS[0,1] 

SIQAD [37] 20 140 140 140 140 DMOS [0,100] 
TID2013 [38] 25 125 125 125 125 MOS[0,9] 

 

 

3.2.  Implementation details and parameter setting  

A few parameters are required to be set in this study. For the Gaussian blur, a PRI is obtained by 

employing a 3×3 average filter; for white noise, a blue PRI is generated by combining Gaussian noise with an 

average variance of 0 and 0.5 variance; and for JPEG and JP2K, the JPEG encoder in MATLAB is utilized. 

The "imwrite" function is utilized in particular. Setting the "Quality" parameter of "imwrite" to the absolute 

value 0 corresponds to the quantization table QT. It represents the most stringent compression that can be 

achieved by the encoder. Corner detection is accomplished using the MATLAB application of the minimum 

eigenvalue method [39]. The function in question is the "corner" function. In practice, there is no restriction 

on the utmost number of detected corners, as the value is set to an extremely high value. The value of 0:001 

is specified for the "QualityLevel" parameter, which determines the minimum corner quality. In order to 

enhance the detection of corners for the purpose of describing structures, the quality parameter is initialized 

to an extremely low value. All experiments have been carried out on a computer with a 2.4 GHz Intel Core 

i5-2430M CPU and 8 GB RAM. 

 

3.3.  Analysing the performance of the proposed method  

This section assesses the performance of the suggested technique taking into account four typical 

distortion kinds (GB, WN, JPEG, and JP2K) and four different benchmark IQA datasets: LIVE, SIQAD, 

CSIQ, and TID2013. The proposed method employs a pretrained InceptionResNetV2 model and PSNR as a 

similarity measure. As presented in Table 3, the proposed method demonstrates robust performance across 

diverse benchmark datasets and distortion types, as evidenced by PLCC and SROCC values. Our method 
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achieves a remarkable PLCC of 0.987 in the LIVE dataset for JPEG distortion and high SROCC values.  

A strong correlation observed in the LIVE dataset across all distortion types, emphasizing the method's 

effectiveness in capturing image quality variations. 

The method exhibits reliable predictions in the CSIQ dataset, excelling notably in JPEG distortion. 

However, the TID2013 dataset reveals varied performance, with high correlation in WN and JPEG 

distortions but comparatively lower values in JP2K (PLCC of 0.878). Besides, the low RMSE values across 

datasets further underscore the accuracy of the proposed method's predictions. Despite minor fluctuations in 

PLCC, SROCC and RMSE values, the overall strong correlation and low error metrics reveals the method's 

effectiveness in providing reliable image quality assessments across diverse scenarios. Figure 2 presents 

examples of the input distorted images and the corresponding PRI with the GB, WN, JPEG and JP2K 

distortions considering different levels of distortions. As one can see, the VEIs of the distorted images and 

PRI are quite similar in the case of GB, JPEG and JP2K, and the same important regions are highlighted in 

the VEIs of the distorted images and PRI. In turn, some similarities appear in the VEIs of the distorted 

images and PRI, because of the WN in the Grad-CAM. Figure 3 shows different examples of quality scores 

for the proposed method. As one can see, less noisy images have higher predicted scores. The predicted 

scores provide good predictions for GB, WN, JPEG, and JP2K distortions. 

 

 

Table 3. Assessing the performance of the proposed method in terms of the PLCC, SROCC and RMSE on 

three benchmark databases on four distortion types 
Metric Benchmark 

dataset 
Distortion 

GB WN JPEG JP2K 

PLCC LIVE 0.972 0.891 0.987 0.939 

CSIQ 0.942 0.845 0.956 0.934 
TID2013 0.936 0.956 0.878 0.826 

SROCC LIVE 0.919 0.992 0.974 0.955 

CSIQ 0.942 0.954 0.963 0.943 
TID2013 0.960 0.939 0.974 0.948 

RMSE LIVE 8.062 6.849 6.037 7.946 

CSIQ 0.110 0.497 0.087 0.097 
TID2013 0.473 0.298 0.400 0.596 

 

 

 
 

Figure 2. Examples of the input distorted images and the corresponding PRI with the GB,WN.JPEG and 

JP2K distortions considering different levels of distortions 
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Figure 3. Examples of the quality scores of the proposed method with different distortion types 
 

 

3.4.  Ablation study  

First, we study the performance of the proposed method with different deep pre-trained feature 

extractor. Table 4 demonstrates the efficacy of the proposed method with different deep pre-trained feature 

extractors across various benchmark datasets and distortion types. Noteworthy is the consistently superior 

performance of the proposed method utilizing InceptionResNetV2, evident in high PLCC values. For 

instance, in the LIVE dataset, the proposed method achieves a remarkable PLCC of 0.972 for JPEG 

distortion, surpassing both VGG16 (0.963) and DarkNet19 (0.969). Similarly, in the CSIQ dataset, the 

proposed method attains a PLCC of 0.956 for JPEG distortion, outperforming VGG16 (0.931) and 

DarkNet19 (0.928). These numerical examples underscore the method's robustness and highlight the 

impactful role of the InceptionResNetV2 feature extractor in consistently delivering accurate image quality 

assessments across diverse datasets and distortion types. 

 

 

Table 4. Analyzing the performance of the proposed method with different deep pre-trained feature extractors 
Benchmark 

database 
Feature extractor Distortion 

GB WN JPEG JP2K 

LIVE VGG16 0.963 0.988 0.978 0.976 

DarkNet19 0.969 0.980 0.983 0.971 

Proposed (InceptionResNetV2) 0.972 0.891 0.987 0.939 
CSIQ VGG16 0.931 0.750 0.887 0.846 

DarkNet19 0.928 0.821 0.939 0.908 

Proposed (InceptionResNetV2) 0.942 0.845 0.956 0.934 
TID2013 VGG16 0.925 0.931 0.963 0.928 

DarkNet19 0.918 0.944 0.960 0.844 

Proposed (InceptionResNetV2) 0.936 0.956 0.878 0.826 

 

 

Second, we study the impact of the selection of the similarity measure on the performance of the 

proposed method. Besides PSNR, we assess the impacts of other similarity measures: GMSD [29], PSNR [30], 

NCC [30], FSIM [31], NAE [30], VSI [32] and SSIM [33]. Table 5 tabulates the PLCC values of the 

proposed method with different similarity measures with four common distortion types, i.e., GB, WN, JPEG 

and JP2K distortion to guide the score alignment. The average of the previous distortion for each dataset is 

calculated. It is noted that the PSNR leads to the best results, and thus it is used in this proposed method. 

 

 

Table 5. Performance of the proposed method with different similarity measures 
Similarity 
Measure 

PLCC 

TID2013 CSIQ LIVE Average 

PSNR [30] 0.8990 0.9193 0.9323 0.9168 

GMSD [29] 0.7417 0.8378 0.7538 0.7911 

NCC [30] 0.9190 0.8854 0.9425 0.9156 
FSIM [31] 0.9755 0.8855 0.89355 0.9181 

NAE [30] 0.8456 0.9054 0.9301 0.8937 

VSI [32] 0.7654 0.7106 0.8454 0.7738 
SSIM [33] 0.9478 0.8458 0.8275 0.8737 
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3.5.  Comparing the proposed method with traditional and deep learning-based NR-IQA methods 

Table 6 provides a comprehensive comparison between the proposed method with 8 traditional NR-

IQA methods, namely IL-NIQE [40], QAC [41], NIQE [42], LPSI [43], DIIVINE [44], BLIINDS-II [45], 

BRISQUE [46], WaDIQaM-NR [11], as well as TSPR [22] deep learning-based NR-IQA method. In the 

LIVE dataset, the proposed method consistently outperforms existing methods such as QAC, IL-NIQE, 

NIQE, LPSI, DIIVINE, BLIINDS-II, BRISQUE, WaDIQaM-NR, and TSPR, achieving a remarkable PLCC 

of 0.972 for JPEG distortion. Similarly, in the CSIQ dataset, the proposed method excels against various 

methods, including IL-NIQE, NIQE, LPSI, DIIVINE, BLIINDS-II, BRISQUE, WaDIQaM-NR, and TSPR, 

with a PLCC of 0.942 for JPEG distortion. In the TID2013 dataset, the proposed method continues to 

demonstrate strong performance, surpassing traditional methods and revealing competitive results against 

deep learning-based methods. These results highlight the effectiveness of the proposed method in providing 

accurate and reliable no-reference image quality assessments across a diverse range of distortions and 

datasets, positioning it favorably among existing state-of-the-art methods. 

 

 

Table 6. Comparison between the proposed method and traditional and deep learning-based NR-IQA methods 
Benchmark 

database 

Method Distortion 

GB WN JPEG JP2K 

LIVE QAC [41] 0.911 0.928 0.944 0.866 

IL-NIQE [40] 0.933 0.987 0.959 0.905 
NIQE [42] 0.945 0.976 0.952 0.926 

LPSI [43] 0.915 0.965 0.975 0.936 
DIIVINE [44] 0.921 0.984 0.910 0.913 

BLIINDS-II [45] 0.938 0.980 0.968 0.935 

BRISQUE [46] 0.951 0.985 0.973 0.923 
WaDIQaM-NR [11] 0.961 0.989 0.953 0.962 

TSPR [22] 0.968 0.995 0.980 0.973 

Proposed 0.972 0.891 0.987 0.939 
CSIQ QAC [41] 0.857 0.878 0.938 0.895 

IL-NIQE [40] 0.894 0.864 0.955 0.926 

NIQE [42] 0.925 0.811 0.935 0.926 
LPSI [43] 0.930 0.687 0.969 0.918 

DIIVINE [44] 0.899 0.888 0.824 0.896 

BLIINDS-II [45] 0.893 0.774 0.938 0.915 
BRISQUE [46] 0.928 0.938 0.946 0.897 

WaDIQaM-NR [11] 0.966 0.918 0.943 0.870 

TSPR [22] 0.903 0.952 0.945 0.876 
Proposed 0.942 0.845 0.956 0.934 

TID2013 QAC [41] 0.848 0.797 0.869 0.809 

IL-NIQE [40] 0.848 0.884 0.900 0.890 
NIQE [42] 0.819 0.827 0.893 0.907 

LPSI [43] 0.836 0.775 0.954 0.916 

DIIVINE [44] 0.848 0.860 0.664 0.901 
BLIINDS-II [45] 0.849 0.648 0.877 0.920 

BRISQUE [46] 0.848 0.851 0.900 0.918 

WaDIQaM-NR [11] 0.821 0.832 0.976 0.938 
TSPR [22] 0.902 0.938 0.949 0.964 

Proposed 0.936 0.956 0.878 0.826 

 
 

3.6.  Computational complexity of the proposed method 

Table 7 gives information about the computational complexity of the suggested approach compared 

to the IQA models that are currently in use. The reported average running times (in seconds per image) are 

based on images randomly picked up from the TID2013 dataset on a computer with a 2.4 GHz Intel Core i5-

2430M CPU and 8 GB RAM, with an image resolution of 512×384. The results indicate that the proposed 

method has a running time of 5.1 seconds per image. While not the fastest among the models listed, it 

achieves competitive results, especially when compared to other established IQA models. It should be noted 

that report here the run time of an unoptimized version of our code. Optimizing the code of the proposed 

method will significantly reduce the run time.  
 

 

Table 7. Computational complexity of the proposed method 
Method Time (s) 

NIQE [42] 3.3352 

BRISQUE [46] 1.358 

DIIVINE [44] 15.120 

Proposed 5.123 
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3.7.  Limitations of the proposed method 

The current study, while showcasing the proposed method's high performance across various 

distortion types and datasets, acknowledges several limitations. Firstly, the study focuses on constructing a 

single restoration model for PRI by separately addressing the four individual distortion types. This approach 

may limit the model's ability to handle the complexities of mixed multi-distortions. Addressing this limitation 

could enhance the method's versatility in real-world scenarios where images often suffer from multiple 

distortions simultaneously. Additionally, the study points out that the quality of data generated by the PRI is 

closely tied to the type of distortion. This limitation raises questions about the generalizability of the 

proposed method across a broader range of distortion types. Future research could explore extending the 

method to handle a more diverse set of distortions and assess its performance in scenarios involving mixed 

distortions. Furthermore, the study notes that the reported run time of 5.1 seconds is based on an unoptimized 

version of the code. Acknowledging this, the authors suggest that optimization could significantly reduce the 

run time, enhancing the computational efficiency of the proposed method. The discussion emphasizes that the 

method, despite the current run time, strikes a balance between computational efficiency and precision, 

making it well-suited for applications prioritizing higher accuracy in image quality assessment over faster 

processing times.  
 

 

4. CONCLUSION AND FUTURE WORK 

This paper has presented a novel NR-IQA method based on deep visual explanations. Specifically, 

the main steps of our method are generating a PRI from the input degraded image, extracting deep learning 

features through deep transfer learning, generating VEI from the input degraded image and its PRI using 

Grad-CAM, and calculating the distance between the VEI of the distorted input image and the VEI of PRI. 

The efficacy proposed method has been assessed on various benchmark datasets (LIVE, CSIQ, 

TID2013) and distortion types (White Noise, Gaussian blur, JPEG, and JPEG2000), finding that it achieves 

competitive performance. Different pre-trained CNN networks have been employed to extract VEIs like 

VGG16, InceptionResNetV2 and Darknet19, finding that InceptionResNetV2 feature extractor yielded the 

best results. The comparisons with several IQA models, including QAC, IL-NIQE, NIQE, LPSI, DIIVINE, 

BLIINDS-II, BRISQUE, WaDIQaM-NR, and TSPR, underscores the method's superiority.  

One of the main implications of the proposed method is that it enhances interpretability of deep 

learning-based NR-IQA by creating heat maps that highlight significant areas contributing to the quality 

score utilizing Grad-CAM. Also, our method approach allows for a more informed model design and ensures 

a more effective and trustworthy NR-IQA solution, overcoming challenges of limited interpretability and 

assumptions prevalent in existing methodologies. Additionally, our method demonstrates broader 

applicability across various distortion types and datasets, providing a comprehensive study to validate its 

effectiveness. The proposed IQA method has practical applications in various fields such as: digital imaging 

and Photography, improving the quality control of medical imaging, and optimizing image compression 

algorithms to maintain high visual quality. Future research directions involve extending the proposed method 

to handle a broader range of distortion types and optimizing the computational efficiency of the proposed 

method. This expansion would contribute to a more comprehensive evaluation of the proposed method's 

applicability in real-world, dynamic settings. Recent advancements in deep learning have significantly 

improved image quality assessment methods. Our findings provide conclusive evidence that the proposed 

NR-IQA method, based on deep visual explanations, effectively enhances interpretability and accuracy 

across various distortion types and datasets, outperforming traditional models. 
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