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 The oldest insurer in the country, since 1884, is Postal Insurance. For today's 

livelihood, the citizens of India's life-saving coverage and insurance have 

become necessary. For customers to overcome difficult situations, life 

insurance is crucial in creating confidence. This is one of the highlights of 

the Postal organization. Under postal life insurance (PLI), the volume of new 

policies is enrolled throughout India, and a supervised machine learning 

(ML) process for finding the business cluster is carried out based on this 

data, which is discussed. A ML algorithm that predicts the growth for the 

future, using a suitable algorithm for accessing the features and process to 

identify the prediction model, has been developed, which is the main goal of 

this study. Simulation results show that expected is one of the most 

important variables used to predict and that both random forest (RF) and 

logistic regression outperformed the other two models. The RF model is the 

most effective and fastest in predicting the system's future state, and it shows 

the highest value for the PLI product. 
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1. INTRODUCTION  

Beneficiaries of life insurance are safeguarded in the case of an unplanned incident or accidental 

death. However, the demand for life insurance is often modest in nations with well-established social security 

systems [1]. Purchasing a life insurance policy is heavily influenced by one's views on life insurance and 

perceptions of mortality risk. The financial risk associated with death is known to most families. However, 

this doesn't result in their buying life insurance, which might impact how long their funds can last. United 

States Postal Life Co [2]. Initiated in 1884 for the benefit of postal workers, postal life insurance (PLI) was 

subsequently expanded to include the Department of Telegraph in 1888. It now extends to local and 

autonomous bodies, universities, government-aided schools, nationalized banks, credit cooperative societies, 

joint ventures with at least a 10% government or public sector undertakings (PSU) stake, and other 

organizations. Members of the Paramilitary forces and the defense services, as well as their personnel, are 

further insured by PLI. With effect from 24.3.1995, the government granted permission to PLI to expand its 

coverage to rural regions for life insurance transactions. This decision was based on the extensive network of 

Post Offices in rural areas and the relatively cheap operating costs [3].  

Every organization has an essential task in measuring growth performance periodically to check its 

demand and to improve its performance habitually to meet its target; in PLI sector the growth of the product 

https://creativecommons.org/licenses/by-sa/4.0/
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is measured using the policies that have been enrolled periodically and branch-wise performance which can 

be portrait with the help of time series algorithm, a saving schemes platform's lifetime, including its product, 

growth, stability, and decline, may be better understood with the use of account opening prediction [4]. In 

recent years, machine learning (ML) has been suggested as a substitute approach in life insurance research, 

and in 2021, it was among the most popular subjects. However, most of past academics' ML research has 

been on non-life and life insurance lapses. Research indicates that big transactions often need more data and 

outliers that affect sales. To improve prediction accuracy, time series analysts combine and create new 

algorithms [5]. This study chose five supervised algorithms extra tree, autoregressive integrated moving 

average (ARIMA), random forest (RF), Lasso, and neural network. Based on the results of the forecasting, 

error testing has led to modern business study models route mean square error (RMSE) [6]. The research 

study was made in forecasting the sales of Walmart where different classification algorithm was used, and on 

comparison and test conducted using mean absolute error (MAE) and RMSE parameters of each model was 

obtained and based on the score high accuracy of the models were picked [7].  

Another study was made on Amazon sales data. Two methods were used in the analysis to predict 

the use of reliable and known approaches thereby resulting in better accuracy; the study was conducted on 

three algorithms: Winters' exponential smoothing, time-series decomposition, and ARIMA. The results were 

measured using MAE and RMSE [8]. This study aimed to solve the challenge of finding the right model 

utilizing intelligence and data driven approaches, considering the business's knowledge of the situation. 

Finding out how useful and successful each model is was the driving force for this study [9]. All of this is 

done to ensure that the chosen approach is suitable for the chosen company environment [10]. Decision trees, 

neural networks, Naïve Bayes, RF, and support vector machines (SVM) were the algorithms used in this 

study. The results are being tabulated against the accuracy, depending on the method used. The following 

algorithms have the lowest scores: RF (85%), Naïve Bayes (83%), decision tree (76%), neural network 70%, 

and SVM 59%. Because of its high accuracy model (85%), RF is the best way to be picked [11]. 

The domain for this study is E-commerce. Starting a new approach to acquire and analyze data 

might have a major influence on a business since the result can be favorable or go the other way.  

E-commerce platforms capture vast amounts of data and store it in their data centers. It's reasonable that they 

won't want other firms to analyze their data for privacy reasons, but they can also form their own team to 

analyze the data, which may be lucrative for them [12]. Knowing when a future epidemic may occur, 

preventive efforts can be made to reduce its effect. Such preventative actions include vector management, 

public health messages to avoid high-risk behaviors or regions, and enhancing physician knowledge for early 

diagnosis and treatment. For such prevention to take place, early and precise prediction of epidemics is 

important [13]. They need to look at this as an advantage for their company's potential, such as examining the 

data and its pattern throughout the years. For example, all the client data from registration, search history, 

purchases, and conversations are saved on their server. They will only be accessed when there is an issue 

with current data [14]. Traffic prediction is integral to advanced traffic management systems (ATMSs) and 

advanced traveler information systems (ATISs). The federal highway administration (FHWA) encourages all 

traffic management centers (TMCs) to post-travel times and incident information, giving helpful information 

to motorists and supporting them in making route choice options. Such information may aid vehicles in 

choosing to divert from crowded roadways, thereby giving essential extra capacity and contributing to the 

management of congestion [15]. 

All the post office investment plans guarantee returns since the government of India backs them. 

Moreover, the post office investment plans give tax savings of up to Rs.1.5 lakhs upon investment. 

Customers may make use of the post office's many banking options. Building the most accessible, 

inexpensive, and trustworthy bank for the ordinary man is the primary goal, along with leading the charge to 

reduce costs and remove obstacles to financial inclusion [16]. With the decline of snail mail and the rise of 

more convenient electronic methods, postal operators are exploring new avenues for growth, such as 

financial services, insurance, and high-value retailing, by extending their network of post offices in creative 

ways [17]. A centralized military force was considered essential for many reasons, including quelling internal 

resistance to the new government, reclaiming complete sovereignty from Western powers, and safeguarding 

and advancing Japan's geopolitical interests in the area. Although there was universal agreement on the need 

for a national military, there was much debate over how to staff the forces. An essential problem with any 

mandatory military service system is the unfair distribution of the financial and emotional costs among 

draftees and their families [18]. An insurance company is a financial entity that offers protection against 

financial losses caused by future risks. If the insured incurs damages, the insurer has agreed to pay a certain 

sum [19]. 

A combination of factors, including the identification of critical aging biomarkers and the rising 

prevalence of impairment across all age groups, has brought attention to the connection between the risks of 

morbidity and death. An epidemiologic trend toward chronic, degenerative, noninfectious illnesses with 

disability migrating into middle adulthood was seen in economically developed nations by the mid-twentieth 
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century. The association between risk factors (such as smoking, alcohol use, lack of exercise, food, or kind of 

job) and the result of mortality has been examined in several epidemiological research, especially 

longitudinal investigations. Continuous or recurrent monitoring of risk variables, health outcomes, or both is 

done in a longitudinal study over an extended period [20]. With 155,000 locations throughout the country, 

the Indian postal savings system is the largest savings bank in India. Even though India's economy has 

developed and now has other investment options, the Indian government continues to support this tried-and-

true investment choice. Direct and indirect investments are the two main options for those who save at post 

offices. There are numerous institutions that investors have faith in, but only some can match the post office's 

stellar reputation for dependability [21]. A wealth of innovative services, including a tracking system,  

e-payment, e-post, book now pay later (BNPL), and many more, have been introduced by the department of 

India-post during the last decade to meet the demands of clients. The primary goal was to close the digital 

gap between India's urban and rural areas, particularly via new technologies. India post is likely one of the 

few government agencies in India that offers these low-cost and easily accessible services to rural areas [22].  

Various institutions allow societies to safeguard themselves economically. They encourage 

individual savings or property ownership, shift risks onto public welfare organizations, or both. This suggests 

a security system that exposes more individuals to short-term volatility and risk [23]. A person should initiate 

legal action against their country in a national court if they believe a Council of Europe member state has 

infringed their human rights. They may take their case to the ECtHR after trying everything else in their 

country's courts [24]. Further, most studies on what factors influence customers' trust and pleasure have used 

either quantitative or qualitative approaches, neither of which may do justice to the phenomena's depth and 

complexity [25]. Concerns about pain management and other physical symptoms (such as shortness of 

breath, agitation, and secretions) that come with approaching death are common among patients and their 

family caregivers in end-of-life care. Another common issue is avoiding needless transfers to acute care 

institutions. Staff members at long-term care facilities are responsible for evaluating residents for symptoms 

of pain and discomfort and administering the proper prescriptions as part of a multidisciplinary team that 

includes physicians (and, in certain cases, nurse practitioners) who may prescribe end-of-life medications 

[26], [27]. Insurance risk evaluation, definition, classification, and pricing is underwriting. Because risk 

management is a part of it, it is crucial to the functioning of any insurance program [28]. 

Background: time series models may be very useful when predicting the efficacy of account opening 

for different modest saving products of the director of photography (DOP). Predicting future occurrences is 

possible with the use of incidence statistics [29]. It is now possible to evaluate the prediction ability of 

several time series models, thanks to advancements in modeling techniques, for example, to forecast the 

occurrence of H5N1 outbreaks in Egypt. In summary, RF time series modeling is superior in predicting the 

spread of infectious diseases compared to other time series models. This finding and others demonstrate the 

similarity between bird and human epidemics. It offers a fresh method for forecasting these potentially 

devastating outbreaks in bird populations using already-existing, publicly available data. The severity of 

highly pathogenic avian influenza (H5N1) outbreaks in Egypt follows a time-series pattern. Results: we 

found that the RF and logistic regression are the best methods for predicting the values for PLI data sets. 

Whereas the other models, ARIMA and SVC, have huge observation values of error w.r.t MAE and RMSE 

values, the best fit was likely to be observed in RF. 

 

 

2. RESEARCH METHOD 

This study used an ML technique to classify clients based on their features to predict the class label 

for potential consumers, regardless of whether they purchase a life insurance policy. It may help insurance 

firms choose prospective customers more carefully throughout the underwriting process. In addition, a more 

comprehensive understanding of the Indian target market may be obtained by looking at the descriptive 

analysis of the respondents' sociodemographic data, which might raise the nation's life insurance penetration 

rate. Because the dataset is unbalanced on a given class label, this study offers insight into forecasting by 

utilizing various sampling and ensemble approaches throughout the classification process using ML 

algorithms. The primary goal is to compare the four most common kinds of time series forecasting ML 

algorithms to get the most accurate prediction model for the provided data. Four classification models 

ARIMA, linear regression, SVC, and RF will be used in this work. Figure 1 illustrates the proposed 

methodology.  

This figure explains how the dataset is connected to a supervised ML for calculating and 

transforming the time series. It is connected to two models: test model: from the time series transformation, 

the test model is sent for data validation. Train model: the training model is connected to fit the type of model 

learning. This is connected to the balanced dataset for predicting the model and validation.  
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Figure 1. Research method 

 

 

2.1.  Data collection 

PLI data and its monthly stats are posted daily on the site 

https://mis.cept.gov.in/CBS/Dbt_Dash.aspx and are regularly maintained by the Department of POST. The 

data collected in various aspects during the month has been streamlined and broken down into circle-wise 

and date-wise reports and consolidated on date-wise collection of the total number of policies successfully 

enrolled during August 2021 and September 2021. Pre-processing and training pre-processing and training. 

 

2.2.  Pre-processing and training 

Accumulated data is in a common separate value format (CSV), and the data is imported into the 

Python platform 3.7.4 using the Juypter Notebook inbuilt version of Anaconda. We have transformed the 

time series data into a supervised learning data set. These data sets are split into train and test the samples 

where the models have been applied for the study to predict and forecast the values. This training process 

was applied to all models. The preprocessing of the data set and the stages it passes are depicted in Figure 2. 

 

 

 
 

Figure 2. Training and pre-processing of data 
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2.3.  Machine learning algorithms 

RF model: a RF commonly known as a bagging algorithm in ML, where the 'n' number of trees are 

grown for the samples. In this model, the ensembles are fixed up to 1,000 trees, and the output data are 

evaluated using the RF model, making one-step forecasts for the given samples. The RF is a supervised 

learning method that can deal with issues about regression and classification. It acts as a collective by 

forming a forest, or numerous trees, to make choices. It offers precise forecasts for several uses. It can 

quantify the significance of every feature of the training dataset. 

ARIMA model: ARIMA usually creates linear equations to solve time series forecasting problems. 

It is governed by three major parameters: auto-regressive (P), moving average (q), and integration or 

determining the order of differencing. An ARIMA (5,1,0) model was fitted initially. The auto-regression lag 

is set to 5, the time series is stationary with a difference order 1, and the moving average model is set to 0. 

Future time steps may be predicted using the ARIMA model. The ARIMA results object uses a predict () 

method to generate forecasts. It takes the time step index as an input and uses it to produce predictions. These 

indices are relevant to the beginning of the training dataset used for prediction purposes. Each detail is in a 

history database, initially filled with training data and updated with fresh details with each cycle. Here is a 

Python example of a rolling forecast using the ARIMA model to put it all together. Finally, we may 

determine the forecasts' RMSE. 

Logistic regression model: assigning data to a discrete set of classes is the job of logistic regression, 

a classification procedure. Email spam vs. non-spam and online transactions are two instances of 

categorization issues. Would you rather have a benign tumor or a malignant one? Logistic regression uses the 

logistic sigmoid function to convert its output to get a probability value. Ordinal logistic regression allows for 

dependent variables to be of three or more potentially ordered sorts, such as "low," "medium," or "high.". We 

achieved our aim of visually representing the logistic regression training set results. Now, we can go on to the 

next classification: dividing data sets and training them to predict the values of the following twelve 

consecutive series accurately. 

Support vector classification (SVC) model: the SVM is a linear model that may be used to solve 

regression and classification issues. It provides satisfactory solutions, whether linear or non-linear, for 

various real-world issues. A basic premise of SVM is that to categorize the data, the algorithm draws a line or 

hyperplane. All the training data will go into making predictions when we train the classifier with many data 

sets. Use the prediction technique to forecast the sample label. Figure 3 explains the SVM classification model. 

The mixed data is segregated using the SVM algorithm into class 1, 2, 3, 4. Some samples may be provided, 

and these details are given below: 

Class 1: basic linear SVM 

− Focus on binary classification with linear separability. 

− Hard margin and soft margin approaches. 

Class 2: Kernel-based non-linear SVM 

− Extends SVM to handle non-linear separable data using Kernel tricks. 

− Incorporates various Kernel functions for transformation. 

Class 3: SVM for regression  

− Adapts SVM methodology to regression tasks. 

− Handles both linear and non-linear regression through appropriate Kernel selection. 

Class 4: anomaly detection SVM (one-class SVM) 

− Specializes in detecting anomalies within a dataset. 

− Useful for applications like fraud detection, and network security. 

 

 

 
 

Figure 3. SVM classification model 
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3. RESULTS  

Different performance comparisons were offered using the ML approach. The ML models' 

performance much raises that of the models. Several comparisons were utilized to evaluate the algorithms' 

ability to predict future outcomes. The RMSE and MAE are calculated; the MAE quantifies the typical size 

of forecasting mistakes, ignoring the direction of these errors. In the case of continuous variables, it assesses 

precision. The MAE and RMSE may take values between 0 and infinity, but the wider the gap between them, 

the more variation there is in the individual mistakes. Consequently, the RMSE will always be more or equal 

to the MAE. Less is more in this case. Accuracy measurement in predictions establishing metrics that enable 

the comparison of the various methodologies is vital for assessing the accuracy of the forecasts. The forecast 

outcomes must be compared to the predicted circumstances at the designated date, and a total number of 

accounts must be established as part of this assessment. Figure 4 shows the RF model output. 

 

 

 
 

Figure 4. RF model output 

 

 

The graph shows the expected range of (0-2), the value will be approximately 1 65,000; in the range 

of (2-4), the value will be approximately 70,000; in the range (4-6), the value will be approximately 2, 

10,000, in the range of (6 -8) the value will be approximately 80,000, in the range of (8-10) the value will be 

approximately 60,000. The predicted range of (0-2) is 40,000; in the range of (0-4), the value will be 

approximately 90,000; in the range (4-6), the value will be approximately 60,000; in the range of (6-8) the 

value will be approximately 55,000, in the range of (8-10) the value will be approximately 80,000. Figure 5 

shows the ARIMA model output.  

 

 

 
 

Figure 5. ARIMA model output 
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The graph shows the expected range of (0-2), the value will be approximately 1, 65,000; in the range 

of (2-4), the value will be approximately 70,000; in the range (4-6), the value will be approximately 2, 

10,000, in the range of (6-8) the value will be approximately 80,000, in the range of (8-10) the value will be 

approximately 60,000. The predicted range of (0-2) is 40000; in the range of (0-4), the value will be 

approximately 90,000; in the range (4-6), the value will be approximately 60,000; in the range of (6-8) the 

value will be approximately 55,000, in the range of (8-10) the value will be approximately 80,000.  

Figure 6 shows the logistic regression model output. The graph shows the expected range of (0-2), 

the value will be approximately 1, 65,000; in the range of (2-4), the value will be approximately 70,000; in 

the range (4-6), the value will be approximately 2, 10,000, in the range of (6-8) the value will be 

approximately 80,000, in the range of (8-10) the value will be approximately 60,000. The predicted range of 

(0-2) is 50,000; in the range of (2-4), the value will be approximately 1, 50,000; in the range (4-6), the value 

will be approximately 60,000; in the range of (6-8) the value will be approximately 1, 65,000, in the range of 

(8-10) the value will be approximately 2, 10,000. Figure 7 shows the SVC model output. 

 

 

 
 

Figure 6. Logistic regression model output 

 

 

 
 

Figure 7. SVC model output 

 

 

The graph shows the expected range of (0-2), the value will be approximately 1 65,000; in the range 

of (2-4), the value will be approximately 70,000; in the range (4-6), the value will be approximately 2, 

10,000, in the range of (6-8) the value will be approximately 80,000, in the range of (8-10) the value will be 
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approximately 60,000. The predicted range of (0-2) is 50,000; in the range of (2-4), the value will be 

approximately 1, 20,000; in the range (4-6), the value will be approximately 70,000; in the range of (6-8) the 

value will be approximately 45,000, in the range of (8-10) the value will be approximately 50,000.  

MAE represents the average absolute difference between the predicted y^ and the true value y. This 

metric corresponds [30]. RMSE indicates the square root of the mean of the squared difference between the 

observed y and the predicted values y^ this metric corresponds. In (1) shows the MAE, and RMSE indicates 2. 

Predictions of MAE and RMSE using models of ARIMA, RF, logistic regression, and SVC are shown in 

Table 1. 

 

𝑀𝐴𝐸 =
1

𝑛
∑ |𝑌𝑗 − 𝑌^|𝑛
𝑗=1   (1) 

 

𝑅𝑀𝑆𝐸 = √
1

𝑛∑ (𝑌𝑗−𝑌
^)𝑛

𝑗=1

  (2) 

 

 

Table 1. MAE and RMSE of the ARIMA, RF, logistic regression, and SVC models forecasts 
Model/product MAE RMSE 

ARIMA 57,511 79,046 
RF 45,560 64,685 

Logistic regression 47,150 62,994 

SVC 82,219 102,558 

 

 

4. CONCLUSION 

An efficient way to deal with distribution changes in the future environment was to do forecasts. 

Assuming the distribution varies slowly, we may train the models to filter out the noise. The conclusions of 

this essay will be advantageous to society as a whole since insurance protection is essential to the long-term 

viability and financial stability of families. Improving the underwriting process can aid the insurance 

company in choosing possible customers more efficiently. This research will also clarify the prediction by 

utilizing different samplings throughout the classification process using ML algorithms with an unbalanced 

dataset. Simulation results show that expected is one of the most important variables to predict and that both 

RF and logistic regression outperformed the other two models. The RF model, on the other hand, doesn't 

have a matching term as it uses linear assumptions about the connection between anticipated and predicted 

values. By compiling important information from relevant studies and offering practical suggestions for 

academics and financial analysts, this study adds to the body of knowledge in the field. The RF model is the 

most effective and fastest in predicting the system's future state, and it shows the highest value for the PLI 

product ad. In the future, we want to employ predictive algorithms that are well-suited to sector studies to 

extract data from the postal department's logistics services and benchmark and compare these algorithms 

with those of other competing organizations. 
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