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 Breast cancer identification can be analyzed through genomic analysis using 

gene expression data, one type of which is mRNA. This involves analyzing 

gene expression patterns of breast tissue samples to distinguish breast cancer 

from healthy tissue or to differentiate subtypes of different breast cancers. 

This research developed the right computational model for breast cancer 

classification using machine learning and hyperparameter optimization 

algorithms. The primary objective of this research is to utilize various 

machine learning algorithms to classify breast cancer based on gene 

expression and enhance the models developed in previous studies. This 

paper provides an extensive literature review of prior breast cancer 

classification research and offers new theoretical perspectives. This research 

used a problem-solving approach with conventional machine learning 

techniques, most notably the decision tree. It also evaluates other machine 

learning algorithms for comparison, including k-nearest neighbor, naïve 

bayes, random forest, extra tree classifier, and support vector machine. The 

evaluation process used classification reports that provide insight into the 

precision, recall, F1-score, and accuracy of each machine learning model. 

The evaluation results show that the performance of the decision tree 

algorithm model is superior and impressive, achieving 99.73% accuracy and 

a score of 1 for precision, recall, and F1-score. 
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1. INTRODUCTION  

Breast cancer forms when cells in the breast develop abnormally and uncontrollably, if treated too 

late, these cells can spread quickly to the surrounding tissue, even can spread to other organs, which can be 

fatal [1]. Breast cancer is the most common type of cancer suffered by women [2]. From 2014 to 2018, breast 

cancer cases in women worldwide increased by 0.5% per year, and in 2020, breast cancer caused 685,000 

deaths globally [1].  

Identification of breast cancer must be done early. With better treatment, the emergence of breast 

cancer cells can be addressed immediately, stopping their spread. Breast cancer screening is an important 

strategy for early detection and ensures a greater chance for good outcomes, one of which is using 
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biomarkers [3]. Biomarkers are biological indicators that can be measured and used to indicate presence, or 

severity of a disease condition, biological process, or response to therapy. The use of biomarkers in medical 

has grown rapidly due to their ability to assist in diagnosis, monitoring and assessing response to treatment. 

Examples of biomarkers are proteins, enzymes, genes, antigens, antibodies, and other various small molecule 

that can be measured or tested in biological sample [4].  

Diagnosis based on gene or gene expression data is one of the main topics in cancer classification [2]. 

gene data analysis can help identify cancer growth, especially breast cancer [5], Gene expression data 

consists of DNA, RNA, protein and epigenetic levels [2], [5]. Gene data varies criteria and complexity, the 

difficulty in analyzing this data depends on various factors, including the type of gene data, the technique 

used and the data source [6]. One type of gene expression is RNA. Gene RNA data analysis differs in 

difficulty from other types of gene data, it is more complex due to several variations. There are three main 

types of RNA, one of which is messenger RNA (mRNA). The diverse mRNA expression patterns in breast 

cancer can be used for detailed classification of the disease. These mRNA biomarkers can aid in early 

detection, selecting appropriate therapy, and monitoring disease progression [7]. The mRNA has a large data 

volume and provides detailed information about gene expression in a specific sample [8], his detailed 

information is obtained because mRNA is one of the main molecules in biology, playing an important role in 

genetic expression, containing genetic location information, nucleotide sequences, codon sequences, exons, 

and introns [9], as a result, this data becomes complex and complicated [10], requiring an exact computing 

model for further analysis [5]. 

In the last few decades, computing techniques have been rapidly growing, including the use of a 

variety of techniques such as pattern recognition, machine learning, genetic data analysis, and artificial 

intelligence [11]. Identification by analyzing genes and developing machine learning models is one solution 

that can be applied to identify breast cancer [12]. Like research conducted by [13], research [14] and research [15] 

which has developed a machine learning model for breast cancer, However, the results are not optimal 

because gene expression data is so complicated and complex. Therefore, further research on breast cancer 

identification based on gene expression still needs to be carried out, and the final results need improvement 

through further analysis and the selection of appropriate parameters to handle such complicated and complex 

data types. 

In this research machine learning algorithms are selected based on their ability to handle large and 

complex data, and to overcome the problem of overfitting. Some of these algorithms include: naïve bayes 

[16], [17], support vector machine [18], random forest [19], decision tree [20], k-nearest neighbor [21] and 

extra tree classifier [22]. In its application the machine learning algorithm has several shortcomings, These 

include being ineffective in handling missing data or unbalanced data and requiring the selection of 

appropriate parameters to produce an accurate model [23]. The solution to this problem is to apply data 

preprocessing to remove noise in the data and a combination of machine learning algorithms with 

hyperparameter optimization [19], [24]. The purpose of applying hyperparameter optimization is to 

strengthen the performance of the machine learning model [25] This is achieved by choosing the right 

combination of parameters that will be used during training [26]. With this technique machine learning 

algorithms can be adjusted to datasets and certain more specific problems, thus resulting in increased 

accuracy [27]. 

This research uses gene expression data for breast cancer classification and improves existing 

machine learning models. The machine learning model was created using the Python programming language 

and uses a Machine Learning algorithm for classification of breast cancer types based on gene expression 

mRNA data. The main objectives and contributions of this research are as follows: i) analyze and apply data 

preprocessing to gene expression mRNA data to enable further processing, ii) design a machine learning 

model for breast cancer identification based on reliable and accurate gene expression mRNA data, iii) uses a 

machine learning algorithm for detailed classification of breast cancer types, iv) choose the right parameters 

and select the most suitable machine learning algorithm for breast cancer identification with the help of 

hyperparameter optimization, v) compare machine learning models for breast cancer identification with 

previous research models, and vi) gain new insights regarding the implementation of machine learning with 

hyperparameter optimization for breast cancer identification based on Gene expression mRNA. 

 

 

2. LITERATURE REVIEW 

Research by Chen at al [28], utilized breast cancer data from Metabric, TCGA and GEO to employ 

machine learning models to predict breast cancer based on the immune subtype of TNBC patients requiring 

ICB. This research involved the analysis of Bioinformatics techniques and resulted in the identification of 11 

hub genes, utilizing the random forest method. The results showed an AUC value of 0.76. Further research 

was conducted by El-Nabawy at al [13], which utilized the Metabric dataset comprising clinical, gene 
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expression, CAN, CNV data, and histopathological images. Supervised learning algorithms were employed, 

with linear-SVM and E-SVM algorithms achieving the highest accuracy of 97.1%. Other research was 

conducted by Mucaki at al [15], utilizing the Metabric dataset and machine learning algorithms to identify 

precision genes based on the biochemical response to chemotherapy in breast cancer cells. The selected genes 

comprised 15 attributes, including ABCC10, BCL2, BCL2L1, BIRC5, BMF, FGF2, FN1, MAP4, MAPT, 

NKFB2, SLCO1B3, TLR6, TMEM243, TWIST1, and CSAG2. The SVM algorithm emerged as the superior 

machine learning algorithm in this research, achieving an accuracy of 84%. Next, the research conducted by 

Zhao at al [14], applied the K-Means method to select training data with random samples from the Metabric 

dataset. They then applied machine learning classification methods, with the results showing that Random 

Forest and SVM produced an accuracy of 72.9%. 

Research by Thalor et al [29], utilizes breast cancer data based on the TNBC immune subtype and 

applies a machine learning algorithm. The data is initially processed using z-score normalization and feature 

selection techniques, including Pearson's correlation coefficient to reduce features and Recursive Feature 

Elimination (RFE) to select the most relevant features. the recursive feature elimination with random forest 

classifier (RFERF) method is then employed to produce 7 features from 1,150 samples. The results of this 

research indicate that the XGBoost algorithm using REFRF produces an AUC value of 0.99. 

Khorshed et al [30], conducted research using a deep learning approach to diagnose various types of 

cancer, including breast cancer. The method utilized a convolutional neural network architecture modified 

and named gene expression network (GeneXNet), designed to handle complex data such as gene expression 

data. The data used in this research comprised 33 different types of cancer from 26 organs of the human 

body. The results of the study indicate that the designed classification model achieved an accuracy of 98.9%. 

Other research was conducted by Hussein and Al-Sarray [31], uses machine learning and deep learning 

approaches optimized with genetic algorithm algorithms for breast cancer classification, the results of this 

research show that the GA-CNN algorithm produces the highest accuracy, namely 97.76%. 
 
 

3. METHOD 

The testing stage for the method requires a clear and precise proposed method. The proposed 

method will be used as a stage in the research process to obtain the desired results, as depicted in Figure 1, 

this design provides a clear understanding of the research stages and is presented systematically, some of 

these stages include: i) the first stage starts with collecting data from METABRIC (breast cancer mRNA), 

followed by ii) inspection data, iii) preprocessing data, iv) implementing hyperparameter optimization,  

v) implementing machine learning algorithms, vi) evaluation and validation, and vii) performance report. 

This approach will help ensure transparency and replicability, which are fundamental aspects of any 

scientific investigation. 
 
 

 
 

Figure 1. Proposed method 



Indonesian J Elec Eng & Comp Sci  ISSN: 2502-4752  

 

 Breast cancer identification using machine learning and hyperparameter optimization (Toni Arifin) 

1623 

3.1.  Breast cancer messenger RNA (mRNA) dataset 

In this research, the dataset used was the breast cancer messenger rna dataset from the molecular 

taxonomy of breast cancer international consortium (METABRIC). The METABRIC dataset is a collection 

of data utilized in breast cancer research, combining clinical, pathologic, and molecular information from 

thousands of breast cancer tumor samples. This dataset comprises genomic data, such as genetic mutations, 

gene expression, and epigenetic changes, as well as clinical information, including age, gender, tumor size, 

and other risk factors. These data have been utilized in numerous studies to comprehend the diversity of 

breast cancer and identify potential biomarkers for breast cancer diagnosis [14], [32]. The data used in this 

research are 692 attributes and 1,904 data. 

 

3.2.  Inspection data 

Data inspection in machine learning involves examining and understanding the data before applying 

any preprocessing or building models. This technique helps make informed decisions about data 

preprocessing and feature optimization, ultimately leading to better-performing machine learning models. 

Inspection data is a stage of data analysis used to observe data and determine the appropriate data processing 

stage that can be applied to the data. By understanding the characteristics and quality of the data, we can 

ensure that the analysis carried out will be based on accurate and relevant information [5], [12], [25]. Figure 2  

is an example of inspection data implementation using the Python programming language. 

 

 

 
 

Figure 2. Inspection data  

 

 

3.3.  Data preprocessing 

Data preprocessing in machine learning involves a series of steps to prepare raw data for building 

and training models. It is a crucial step that can significantly impact the performance and accuracy of the 

model. One of the most difficult aspects of developing a learning model for the healthcare field is data 

preprocessing. High-quality data is essential for a machine learning model to achieve effective training and 

optimal performance in terms of accuracy. The preprocessing data stage is essential before entering the 

classification stage, as it involves processing the data to facilitate further analysis. In general, data 

preprocessing is a process aimed at addressing issues such as noisy data, missing values, duplicate data, and 

contradictory data [23]. Figures 3 and 4 as shown explain data preprocessing. 

 

 

 
 

Figure 3. Preprocessing missing value data 
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Figure 4. Preprocessing data 
 

 

3.4.  Training data and testing data 

The next stage involves dividing the data into training and testing sets, aiming to develop the model 

and objectively measure the performance of the designed machine learning model. The technique used in this 

research is cross validation with K-Fold 10. Another purpose of implementing cross validation is to evaluate 

more accurately and ensure that the model not only learns from the training data but can also generalize well 

to unseen data, as demonstrated in research [23]. Figure 5 as shows the implementation of cross validation. 

 

 

 
 

Figure 5. Cross validation 

 

 

3.5.  Machine learning model 

Machine learning is a technology that involves designing computational algorithms to emulate 

human intelligence and learn from the surrounding environment. In machine learning, systems are developed 

and trained using large datasets to handle highly complex tasks. The machine learning model analyzes that 

data, and based on that trained model, we can make predictions about the future [28]. In this stage we discuss 

several machine learning algorithms that will be used, these algorithms are selected based on their ability to 

handle large and complex data including, naïve bayes, support vector machine, random forest, decision tree, 

k-nearest neighbor and extra tree classifier. 

 

3.5.1. Naïve bayes 

The naïve bayes classifier is a classification algorithm based on Bayes theorem. This algorithm 

forecasts future outcomes by leveraging past experiences. Its key feature is the strong assumption of 

independence between conditions or events. Naïve bayes performs exceptionally well compared to other 

classification algorithms and requires only a small amount of training data to estimate the parameters needed 

for classification. Since it assumes independence among variables, it only requires the variance of a variable 

within a class for classification, rather than the entire covariance matrix [16], [17]. 

 

 

3.5.2. Support vector machine 

Support vector machine is a machine learning algorithm used for classification, estimation, and 

prediction. This algorithm works based on structural risk minimization, which processes data into 
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hyperplanes to classify the input space into two classes. The theory of the support vector machine (SVM) 

starts with grouping linear cases that can be separated by hyperplanes and divided according to their classes. 

This algorithm is often applied to large datasets to solve classification problems in research [18]. 
 

3.5.3. Decision tree  

The decision tree is a structured algorithm that resembles a tree, with a root node, internal nodes 

representing features of the dataset, branches indicating decision rules, and leaf nodes representing outcomes. 

It is capable of analyzing data to reveal hidden relationships between input variables and target variables. 

Additionally, the decision tree simplifies complex decision-making processes into more manageable steps, 

enabling decision-makers to interpret solutions more effectively. Another term for the decision tree is 

classification and regression tree (CART), which combines two types of trees: the classification tree and the 

regression tree [20]. It is an appropriate and effective algorithm used in medical decision-making due to its 

ease of implementation and ability to produce high accuracy, even when dealing with incomplete or noisy 

data [33]. 

 

3.5.4. Random forest  

Random forest is one of the most popular machine learning algorithms. It comprises a collection of 

decision trees that are combined into a single model. In random forest, decision trees are recursively divided 

based on data within the same class. Using a large number of trees in this algorithm tends to improve the 

accuracy obtained, making it more optimal. Additionally, random forest has the ability to handle complex 

data, many features without overfitting, and can handle imbalanced data. These characteristics make random 

forest a reliable and effective algorithm for various prediction and classification problems [19]. 

 

3.5.5. K-nearest neighbor  

K-nearest neighbor is a machine learning algorithm that classifies objects based on learning data 

whose distance is closest to the object's distance, which can be calculated using Euclidean, Manhattan, or 

Minkowski distance. Essentially, this algorithm searches for training data that is most similar to the test data 

that will be classified and assigns it the same class label as the training data. The advantage of this algorithm 

is its effectiveness in handling large datasets, noisy data, and flexibility in handling data with various types of 

features [21]. 

 

3.5.6. Extra tree classifier 

The extra tree classifier is a variation of random forest used in machine learning for estimation, 

prediction, and classification problems. This algorithm is a type of ensemble learning, resulting from a 

combination of several decision trees to produce more accurate output. It requires setting parameters such as 

the number of trees, maximum tree depth, and the size of the considered feature subset, all of which can 

affect algorithm performance [22]. 

 

3.6.  Hyperparameter model 

Hyperparameter tuning is one of the techniques used in developing machine learning models to 

achieve optimal performance. It involves adjusting parameters that influence the model's learning from data. 

By finding the optimal combination of hyperparameters, the model can easily achieve higher accuracy and 

better overall results. In this research, the hyperparameter tuning technique used is grid search combined with 

cross-validation (CV). This approach combines the grid search method for tuning hyperparameters with the 

use of cross-validation to objectively evaluate model performance [34]. Grid search CV is crucial for 

optimizing hyperparameters in each machine learning algorithm. It enhances the achievement of optimal final 

results by optimizing the parameters for each algorithm used, as illustrated in the Table 1, which depicts the 

parameters using grid search CV. 

 

 

Table 1. Machine learning algorithm parameter using grid search CV 

Algorithm Parameter 

Naive Bayes { 'var_smoothing': np.logspace (0,-9, num=100) } 

Support vector machine { 'C' :1,'gamma':1, 'kernel': ('linear'), 'random_state': 42 } 

Random forest { 'n_estimators':200,'min_samples_leaf':1,'min_samples_split': 2,'random_state': 42 } 

Decision tree { "max_depth": (None),"min_samples_split": 10,"min_samples_leaf": 1,"random_state": 42 } 

K-nearest neighbor { 'n_neighbors': 20,'weights': ('uniform'),'algorithm': ('auto')} 

Extra tree classifier { 'n_estimators': 100, 'max_depth': 70, 'min_samples_split': 10,'min_samples_leaf': 1,'random_state': 4 } 
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3.7.  Evaluation model 

This stage involves evaluating the performance of the model being designed. In this research, the 

evaluation model is a classification report, which describes the performance of each method used. This stage 

is crucial for ensuring the reliability and capability of the classification algorithm, especially in the health 

sector. Various methods are employed to assess the performance and robustness of the machine learning 

model. During testing, evaluation metrics such as accuracy, recall, precision, and F1-score are utilized. 

Accuracy measures the quality of the training data used in forming the machine learning model. Recall 

assesses the ability of the model to find all positive instances, while precision measures the accuracy and 

reliability of the classification model. The F1-score represents the harmonic average of weighted precision 

and recall, providing a balance between the two. precision, recall, F1-score, and accuracy calculations can be 

determined using the [35]: 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 +𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒
 (1) 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 +𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒
 (2) 

 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 =
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙 
 (3) 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒 +𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒 
  (4) 

 

 

4. RESULTS AND DISCUSSION 

After completing all stages using a previously designed model, the decision tree algorithm proves to 

be more accurate in identifying breast cancer based on gene expression messenger RNA data. In this 

experiment, the decision tree algorithm demonstrates its advantages as a simple classification algorithm with 

fast classification speed, ease of extraction of explicit rules, and high accuracy classification for large-scale 

data processing. Moreover, parameter optimization with the hyperparameter optimization technique 

significantly enhances the performance of machine learning models by improving generalization and 

robustness. This is evident from the combination of decision tree with hyperparameter optimization, resulting 

in much better and more impressive results. These findings were obtained through experiments comparing 

the outcomes of experiments that solely utilized machine learning algorithms with those that incorporated 

hyperparameter optimization. Importantly, these results were based on tests conducted on each algorithm 

using separate test data, distinct from the training data. 

In this test, the evaluation results are obtained in the form of a classification report for each 

algorithm used, along with graphs depicting the evaluation results for each algorithm. Table 2 explains the 

classification report using a machine learning algorithm without hyperparameter optimization. This report 

indicates that the extra tree classifier algorithm performs better at identifying breast cancer. Additionally, 

Figure 6 , which consists of sub-images (a) accuracy, (b) precision, (c) recall, and (d) F1-score, presents 

graphs showing the evaluation and validation results for each algorithm. Meanwhile, Table 3 and Figure 7, 

which also consists of sub-images (a) accuracy, (b) precision, (c) recall, and (d) F1-score, present a 

classification report and graph, respectively. These depict the results of classification using machine learning 

algorithms with hyperparameter optimization. The report and graph show that the decision tree algorithm 

outperforms other algorithms. Furthermore, the extra tree classifier also demonstrates improved evaluation 

results compared to previous experiments. 

Table 3 and Figures 7(a)-(d) demonstrate that the evaluation results of the decision tree + 

hyperparameter optimization algorithm are superior and highly favorable compared to other algorithms. This 

is evident from the Accuracy, precision, recall, and F1-Score values, which exhibit maximum precision and 

recall results, leading to optimal F1-score results. The effectiveness of the proposed model can be attributed 

to several factors. Firstly, data preprocessing is applied at the beginning of the process, simplifying complex 

decision-making processes for the decision tree algorithm. Additionally, hyperparameters are optimized to 

maximize the parameters of the decision tree, enabling better handling of the overfitting problem. To further 

illustrate the effectiveness of the proposed model, this research conducted a comparison with similar previous 

studies, some of these research studies include Zhao at al [14] applying K-means to select training data with 

random samples and SVM,  El-Nabawy at al [13] linear-SVM and E-SVM with the most value and Mucaki 

at al [15] with 15 selected attributes and SVM became the best algorithm. The comparison results can be 

seen in Table 4. 
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Table 2. Results of the classification report evaluation without hyperparameter optimization 
Algorithm Accuracy Precision Recall F1-Score 

Decision tree 90.66% 0.82 0.89 0.84 
Random forest 79.63% 0.61 0.78 0.68 

Extra tree 91.39% 0.87 0.89 0.85 

K-nearest neighbor 66.81% 0.63 0.64 0.64 
Support vector machine 78.00% 0.61 0.78 0.68 

Naïve Bayes 79.63% 0.82 0.89 0.84 

 
 

  
(a) (b) 

 

  
(c) (d) 

 

Figure 6. The evaluation results without hyperparameter optimization are presented in (a) accuracy,  

(b) precision, (c) recall, and (d) F1-score 
 

 

Table 3. Evaluation results of the classification report with hyperparameter 
Algorithm Accuracy Precision Recall F1-Score 

Decision tree 99.73% 1.00 1.00 1.00 

Random forest 96.43% 0.98 0.96 0.94 
Extra tree 92.17% 0.88 0.90 0.87 

K-nearest neighbor 79.63% 0.61 0.79 0.72 

Support vector machine 93.17% 0.91 0.92 0.91 
Naïve Bayes 98.01% 0.98 0.98 0.98 

 

 

  
(a) (b) 

 

  
(c) (d) 

 

Figure 7. Evaluation results with hyperparameter are shown in (a) accuracy, (b) precision, (c) recall, and  

(d) F1-Score 
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Table 4. Comparison of the machine learning model with previous research 
Research Machine learning algorithm Accuracy 

Zhao at al [14] Random forest & SVM 97.1% 
Nabawy at al [13] Linear SVM & E-SVM 84% 

Mucaki at al [15] SVM 72.9%. 

This research Decision tree 99.73% 

 

 

5. CONCLUSION  

Our research on breast cancer classification using gene expression data, machine learning, and 

hyperparameter optimization algorithms has successfully created an accurate model to help health experts 

identify breast cancer types. This study achieved a remarkable accuracy rate of 99.73%, along with precision, 

recall, and F1-score values of 1, demonstrating the effectiveness of the decision tree algorithm. The results 

indicate that the decision tree, combined with hyperparameter optimization, surpasses other machine learning 

algorithms and demonstrates its potential in classifying breast cancer based on gene expression data, as 

observed in other studies. Nevertheless, there are still opportunities for further improvements that can be 

explored in future research. The following points outline potential areas for further investigation:  

i) increasing the quantity and diversity of data: by expanding the dataset, researchers can assess the model's 

performance and its ability to handle various types of breast cancer data, ii) comparing with other 

hyperparameter optimization techniques: analyzing alternative methods such as Bayes search CV and 

Random Search CV can help determine which parameter optimization technique yields the best performance, 

and iii) properly tuning model hyperparameters can result in better generalization and robustness, leading to 

increased predictive accuracy. 
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