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 Guiding high school students toward suitable educational paths is a complex 

challenge, particularly influenced by academic performance. In Morocco, 

first-year high school students in the scientific branch face a crucial decision 

when selecting between science mathematics (SM), physics (SF), and 

Science of Life and Earth (SVT) paths. This decision is critical as it can 

significantly impact their future academic and professional success. To 

address the issue of suboptimal student orientation, this study proposes an 

automated, personalized approach leveraging big data technology. By 

employing ensemble learning techniques, including random forest and 

neural network models, we developed a classification system to predict 

students’ optimal paths based on their academic performance. Our models 

achieved exceptional performance, with precision, accuracy, recall, and  

F-measure scores of approximately 98.59%, 98.60%, 98.60%, and 98.58%, 

respectively. This research demonstrates the potential of our approach to 

enhance educational support and decision-making, ultimately improving 

student outcomes and reducing dropout rates caused by wrong orientation. 

Keywords: 

Big data 

Machine learning 

Neural network 

Random forest 

Student’s orientation 

This is an open access article under the CC BY-SA license. 

 

Corresponding Author: 

Morad Badrani 

Laboratory of LaMAO, ORAS Team, ENCG, Mohamed First University 

Oujda, Morocco  

Email: m.badrani@ump.ac.ma 

 

 

1. INTRODUCTION 

The critical issue of ineffective student orientation in Morocco is a significant barrier to educational 

success. The alarming statistic of thousands of students dropping out is a critical issue underscores the 

gravity of this problem. Incorrect orientation not only contributes to this high dropout rate but also leads to a 

mismatch between educational qualifications and job market demands, hindering economic growth. Current 

practices rely heavily on traditional approaches, often influenced by parental expectations and neglecting 

individual student abilities and preferences. This misalignment between student potential and chosen paths 

results in academic struggles and a mismatch between education and career aspirations. 

To address these challenges, this research proposes an automated orientation system that leverages 

big data and ensemble learning to provide predictive guidance for secondary track students. By analyzing 

academic performance and other relevant factors, the system aims to assist students in making informed 

decisions aligned with their abilities and interests. By combining two powerful machine learning techniques 

based on big data, this research aims to address the challenges of student orientation in Morocco and improve 

educational outcomes. 

Limited research exists on predicting student orientation choices, with some studies focusing on 

traditional machine learning algorithms. For instance, Ouatik et al. [1] found Naïve-Bayes most suitable for 

student guidance using MapReduce with Hadoop. El Mrabet and Moussa [2] found decision tree (DT) 
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outperformed other algorithms for student orientation. Another study by Badrani et al. [3] favored random 

forest for the same purpose. El Mrabet and Moussa [4] introduced the ETC guidance system utilizing internet 

of things (IoT) to reduce orientation failure rates. Kemper et al. [5] concluded DT facilitated student 

orientation best among k-nearest neighbor (KNN), support vector machine (SVM), and logistic regression. 

Ouatik et al. [6] achieved an 87.32% recognition rate predicting student success and failure using SVM. 

Mimis et al. [7] proposed an intelligent recommendation system for CPGE-Morocco students. Badrani et al. 

[8] conducted a comparison of DTs, Naïve-Bayes, and KNN algorithms, determining the DTs as most 

suitable for middle school student guidance. Zhou et al. [9] developed a chatbot-based vocational guidance 

system for Ben M’Sik Faculty of Sciences students. Nabil et al. [10] employed deep learning to forecast 

student success based on course data. Nabizadeh et al. [11] explored ML techniques to forecast final 

students’ performances in gamified learning environments. Sánchez-Pozo et al. [12] compared supervised 

machine learning models to predict high school student academic success. Ujwal and Malik [13] determined 

critical student attributes for academic performance prediction to inform student orientation strategies.  

Rebai et al. [14] employed a visual machine learning approach to forecast secondary school performance, 

applicable to orientation systems. In another work, Hazra et al. [15] employed hybrid algorithms, including 

Naïve-Bayes, SVM to detect breast cancer. 

The paper is organized into three sections. The second part details the methodology, followed by 

results and discussion in the third section. The paper concludes with a final section. 

 

 

2. METHOD 

This research investigates the repercussions of incorrect student orientation on school dropout rates. 

We employ a hybrid methodology that leverages the strengths of both neural networks and random forest 

algorithms in our analysis. This combined strategy aims to offer a thorough and robust comprehension of the 

elements impacting student orientation and their connection to dropout rates within this specific setting. 

 

2.1.  Big data analytics 

The concept of big data encompasses extensive datasets [16], including both structured and 

unstructured data, that can be analyzed to produce meaningful insights. Our study harnesses the power of big 

data to conduct a thorough examination of the complexities surrounding student orientation and its 

relationship with dropout rates. By integrating big data analytics into our hybrid approach, we aim to uncover 

nuanced patterns and insights may facilitate the creation of more effective interventions and strategies for 

lowering dropout rates. 

 

2.1.1. Hadoop 

Hadoop is a distributed computing platform for storing and processing large amounts of data in 

batches [17], [18], plays a crucial role in our research. This framework’s core principle involves distributed 

processing across multiple nodes, significantly enhancing computing and storage capabilities to effectively 

manage extensive data volumes. This is particularly beneficial for our analysis considering student data 

across several academic years. Hadoop offers numerous advantages: 

i) Rapid storage and processing: large datasets can be stored and processed efficiently, a crucial aspect for 

analyzing student data encompassing grades and chosen orientations over multiple years. 

ii) Scalability: the system is inherently scalable; additional nodes can be seamlessly integrated as data needs 

grow, minimizing administrative effort. This flexibility is important as we anticipate potentially collecting 

even more data points in the future (e.g., extracurricular activities). 

iii) Distributed computing and fault tolerance: distributed processing facilitates swift data analysis, with 

increased computation nodes translating to enhanced processing power. Additionally, Hadoop ensures 

data and application integrity by redirecting tasks to alternative nodes in the event of hardware failures, 

preventing disruption during distributed computation. 

iv) Cost-effectiveness: as an open-source framework, Hadoop leverages standard machines for storing 

extensive data volumes, offering a cost-effective solution. 

 

2.1.2. Hadoop distributed file system 

Hadoop distributed file system (HDFS) serves as the underlying storage solution within our big data 

architecture [19]. Designed for commodity hardware, it provides robust fault tolerance capabilities.  

Each piece of data (student information for each year) is replicated across multiple locations within the 

Hadoop cluster, ensuring its availability under any circumstances and mitigating the risk of data corruption. 

Here’s how HDFS specifically benefits our research: 
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− Optimized for large datasets: HDFS utilizes larger data block sizes compared to conventional file 

systems, allowing for efficient storage and retrieval of our student data encompassing grades and chosen 

orientations across multiple years [20]. 

− Data reliability and availability: the block replication feature ensures data reliability. Even if a node fails, 

student data can still be accessed from other nodes holding replicas of the same block. This is crucial for 

maintaining data integrity throughout our analysis. 

Overall, HDFS provides a resilient and efficient storage solution for our large student dataset, facilitating 

reliable data access and retrieval for analysis using machine learning algorithms. 

 

2.2.  Classification algorithms 

This research investigates the effectiveness of ensemble learning techniques for predicting optimal 

student orientation in Morocco. We propose a specific ensemble learning model and compare its performance 

with a selection of established classical classification algorithms. This comparative analysis allows us to 

identify the most suitable approach for student orientation prediction in this specific context. 

 

2.2.1. Classical algorithms 

Naïve-Bayes: is considered to be the most effective classification algorithm [21]. Its indication,  

by anticipating the likelihood that a record in the database is associated with a specific class, and this 

classification model is based on the statistical notion of Bayes’ theorem. 

 

𝑃(𝑌|𝑁) =
𝑃(𝑁|𝑌) ∗ 𝑃(𝑌) 

𝑃(𝑁)
 (1)  

 

P(Y|N) is the probability of  Y being true given that N is true. 

𝑃(𝑁|𝑌)  is the opposite of the previous one. It is the probability of  N being true given that Y is true. 

P(Y) is the probability of Y being true. 

P(N) is the probability of N being true. 

The KNN: is a predictive method that involves comparing the features of a new record with those of 

existing records in the dataset [22]. By identifying the KNN based on similarity (typically using distance 

metrics), it predicts the unknown value of the new record. For classification tasks, it assigns the prevalent 

class within the k neighbors to the new record, while for regression tasks, it computes the average or 

weighted mean of the target values from the k neighbors as the predicted value. 

DT: is a modeling technique depicted in a tree-like structure, as its name implies [23], [24]. Within 

this framework, each node represents a decision point based on specific features, and the branches signify 

possible outcomes or classifications. The terminal nodes, or leaves, correspond to the final predicted classes 

or values. DT algorithms are utilized to recursively split the dataset into subsets based on the most 

informative features, enabling effective classification and prediction tasks. 

 

2.2.2. Ensemble learning 

Our approach involves the implementation of ensemble learning, combining two powerful machine 

learning techniques. For each base classifier, such as random forest classifier and MLP classifier, we generate 

distinct training sets (D1 and D2) from the provided dataset D. The random forest classifier is trained using 

D1. In contrast, the MLP classifier is trained using D2. After training both base classifiers, their predictions 

are combined through a voting mechanism (refer to Figure 1). When a new data tuple is presented for 

classification, each base classifier offers its class prediction (orientation choice). Subsequently, the ensemble 

classifier aggregates these predictions via majority voting, ultimately yielding the final class prediction for 

the new data tuple. 

− Random forest: is an ensemble learning technique that combines multiple DTs to make predictions [25]. 

It is a powerful method for handling both numerical and categorical features, enabling it to capture 

complex relationships within the data. 
− Neural network: in our approach, we employ the MLPClassifier, a neural network model that utilizes 

deep learning techniques to comprehend intricate patterns within the data. Neural networks consist of 

interconnected nodes (neurons) arranged in layers and their parameters are optimized through 

backpropagation [26]. This allows the model to adeptly capture intricate relationships and patterns 

withinthe dataset. 

 

2.3.  Weka 

In our work, we utilize Weka [27] for various tasks, including data preprocessing, feature selection, 

and implementing the base classifiers (random forest classifier and MLP classifier) before combining their 
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predictions.Weka, also known as the Waikato environment for knowledge analysis, is a comprehensive set of 

Java-based tools for data manipulation and analysis. It offers a wide array of artificial intelligence algorithms, 

such as DTs and neural networks, for tasks like supervised or unsupervised classification. Weka provides 

Java classes for data loading and handling, various classification algorithms, attribute selection tools, 

statistical analysis features, and visualization capabilities.While Weka may face challenges with large 

volumes of data [28], particularly in the context of big data, it addresses this issue by implementing 

techniques and architectural solutions for effective data management. Additionally, Weka integrates with 

other tools and frameworks designed for handling large datasets, such as massive online analysis (MOA),  

an open-source framework containing a diverse set of learning algorithms and assessment tools. By 

leveraging Weka and complementary frameworks like MOA, researchers, and practitioners can navigate the 

complexities of big data analytics and derive meaningful insights from vast datasets. 

 

 

 
 

Figure 1. Workflow of combining classifiers for improved prediction 

 

 

3. RESULTS AND DISSCUSSION 

3.1.  Data and processing 

We collected student data from the Provincial Education Directorate in Nador, Morocco, using the 

MASSAR system. The dataset encompasses student data for several academic years, including the period 

from 2018 to 2022. It includes features such as student ID, grades in various subjects (Mathematics, English, 

Physics, History and Geography, Life and Earth Sciences, French, Physical Education, Islamic Education, 

Arabic), and their chosen academic orientations (Science Mathematics (SM), Physics (SF), or Science of Life 

and Earth (SVT)). 

While a Python environment on a single machine might be suitable for basic analysis of student 

grades over a limited timeframe, we opted for a Hadoop cluster with 3 datanodes and 1 namenode for the 

following reasons: 

− Scalability: Hadoop provides a scalable architecture that can effortlessly accommodate future growth in 

the dataset. Suppose the Provincial Education Directorate expands or additional data points are collected 

in the future (e.g., extracurricular activities, data for even more years). In that case, our current system can 

handle the increased volume without significant modifications. 
− Potential for complex analyses: including data for four academic years (2018-2022) allows for more 

intricate analyses of student progress and how their chosen orientation (SM, SF, or SVT) relates to their 

academic performance. We can explore trends, identify year-on-year variations in performance within 

chosen orientations, and potentially uncover factors influencing student success in their chosen paths. 

Additionally, we foresee the possibility of exploring more complex relationships within the data in the 

future, such as identifying factors influencing student success within their chosen paths. Hadoop’s parallel 

processing capabilities can be advantageous for computationally intensive tasks like machine learning 

algorithms or complex statistical modeling that might be employed in these future analyses. 

 

3.2.  Results  

Our approach involves the implementation of ensemble learning, combining two powerful machine 

learning techniques: Neural network and random forest. The classification accuracy [29], precision [30], 

recall [31], and F-measure [32] were employed to contrast the effectiveness of our model with that of five 
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classification algorithms, comprising Naïve-Bayes, KNN, DT, neural network, and random forest. Our 

obtained results are summarized in Table 1. 
 
 

Table 1. Algorithms performance metrics 
Variable Accuracy (%) Precision (%) Recall (%) F-measure (%) 

Naïve-Bayes 70.67 68.96 51.67 58.30 
DT 86.83 82.44 84.31 83.30 

KNN 87.11 85.34 81.42 83.25 

Random forest 92.73 91.31 89.71 90.40 
Neural network 95.91 95.90 95.91 95.89 

Our model 98.60 98.59 98.60 98.58 

 

 

The findings of this research demonstrate the effectiveness of ensemble learning in predicting 

student orientation in the Moroccan educational context. The proposed model, which combines random forest 

and neural network algorithms, achieved outstanding performance metrics: precision (98.59%), accuracy 

(98.60%), recall (98.60%), and F1-score (98.58%). This exceptional performance surpasses the capabilities 

of individual algorithms, highlighting the ensemble approach’s strength in making accurate predictions for 

student orientation 

This success can be attributed to the ensemble model’s ability to leverage the complementary 

strengths of its constituent algorithms. Random forest excels at handling high-dimensional data and 

identifying complex patterns, while the neural network offers enhanced learning capabilities. By combining 

these strengths, the ensemble model generates more robust and generalizable predictions compared to single 

algorithms. 

Furthermore, the utilization of a big data framework like Hadoop and HDFS played a crucial role in 

managing and processing the large-scale educational dataset employed in this study. The volume and 

complexity of this data necessitated a robust infrastructure for efficient handling. By leveraging big data 

technologies, we were able to extract valuable insights from the dataset, allowing us to develop and train the 

ensemble learning model effectively. This successful integration of big data management with ensemble 

learning techniques paves the way for future research exploring the application of advanced machine learning 

on large educational datasets in Morocco and beyond. 
 

3.3.  Comparaison study 

Table 2 summarizes the findings from previous studies that investigated student orientation 

prediction using various machine-learning techniques. As can be observed, our ensemble learning approach, 

which incorporates both random forest and neural network models, achieves the highest accuracy of 98.60% 

in 2024. This suggests that our approach is currently the most effective for students’ orientation.  

The accuracy of most approaches has improved over time. For example, SVM improved from 92.10% in 

2021 to 92.73% in 2022. This superior performance underscores the effectiveness of our data-driven 

methodology in student orientation prediction compared to other studies in the field. 
 

 

Table 2. Results of differents studies 
Study Year Approach Data type Accuracy (%) Big data 

[1] 2021 Naïve Bayes Synthetic 92.10 Yes 

[8] 2022 Random forest Real 92.73 No 

Our study 2024 Ensemble learning Real 98.60 Yes 

 
 

4. CONCLUSION 

This study aimed to address the challenge of guiding high school students towards suitable 

educational paths by developing a predictive model using big data and machine learning techniques.  

By comparing the performance of various classification algorithms, we found that an ensemble model 

combining random forest and neural networks significantly outperformed individual models in predicting 

student orientation choices based on academic indicators. This model achieved exceptional precision, 

accuracy, recall, and F-measure, demonstrating its potential to revolutionize the student guidance process. 

The findings of this research hold significant implications for educational institutions. By employing 

this big data-driven predictive model, schools can offer more personalized academic guidance, improve 

student satisfaction, and potentially reduce dropout rates. The accurate prediction of student orientation can 

optimize resource allocation and facilitate smoother transitions between educational levels. In our future 

research, we will explore the integration of additional factors such as student interests, personality traits, and 

socioeconomic background to enhance the predictive model’s accuracy. Developing a chatbot or interactive 
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platform based on these findings could provide students with real-time personalized guidance, empowering 

them to make informed educational decisions. 
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