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 Non-alcoholic fatty liver disease (NAFLD) is a chronic medical ailment 

characterized by accumulation of excessive fat in the liver of non-alcoholic 

patients. In absence of any early visible indications, application of machine 

learning based predictive techniques for early prediction of NAFLD are 

quite beneficial. The objective of this paper is to present a complete 

framework for guided development of varied predictive machine learning 

models and predict NAFLD disease with high accuracy. The framework 

employs step–by-step data quality enhancement to medical data such as 

cleaning, normalization, data upscaling using SMOTE (for handling class 

imbalances) and correlation analysis-based feature selection to predict 

NAFLD with high accuracy using only clinically recorded identifiers. 

Comprehensive comparative analysis of prediction results of seven machine 

learning predictive models is done using unprocessed as well as quality 

enhanced data. As per the observed results, XGBoost, random forest and 

neural network machine learning models reported significantly higher 

accuracies with improved ‘AUC’ and ‘ROC’ values using preprocessed data 

in contrast to unprocessed data. The prediction results are also assessed on 

various quality metrics such as ‘accuracy’, ‘f1-score’, ‘precision’, and 

‘recall’ significantly support the need for presented methodologies for 

qualitative NAFLD prediction modelling. 
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1. INTRODUCTION 

Chronic metabolic disorders are disorders that are long lasting and are caused due to disruptions in 

the metabolism of human body [1]. These categories of diseases are primarily not indicative using general 

physical and clinical assessments, but lead to severe impacts on the health in the later stages of life.  

Often one metabolic disorder lead to other disorders and can have multiorgan impacts. Non-alcoholic fatty 

liver disease (NAFLD) is one of the complex metabolic chronic disorder that has recently seen a surge.  

The disease is coupled with other metabolic disorders as well such as type 2 diabetes mellitus and obesity [2]. 

NAFLD condition in a human being is indicated by the build-up of excessive fat content in the liver of those 

individuals who are not consuming alcohol significantly. The complexity of NAFLD lies with the influence 

of multifactorial impacts in the light of multiple genes coming together in respect to many environmental 

factors. It is difficult to identify and treat such multifactorial diseases as specific factors which lead to such 

diseases are still under the wrap for medical researchers. 

https://creativecommons.org/licenses/by-sa/4.0/
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Medical informatics, is an interdisciplinary field of research which is focused on application of 

varied information technology deriven artificially intelligent methodologies for the diagnosis and treatment 

of diseases [3], [4]. The field has garnered much attention in the research spectrum of medical as well as 

computer science professionals. With the rise in the availability of substantial medical information due to 

information technology advancements, researchers are quite intelligently assessing this information to 

support decision making for health professionals by application of varied data analytics, data mining and 

machine learning techniques under the umbrella of artificial intelligence (AI). Of many AI techniques, 

machine learning and predictive modelling has garnered much attention of researchers of late [5] in this field. 

Machine learning focus on utilizing available medical data of patients such as medical records, significant 

test results, and medical prescriptions. for making machines learn significant patterns and develop its own 

prediction models. Such prediction models can then be utilized for automatic prediction of many diseases 

quite early. Such techniques and their usefulness can be super beneficial for timely prediction of possibility 

of metabolic disorders, for which observable health indicators appear quite lately in patient’s life. Machine 

learning based predictive analysis by training classification and regression models has been done for varied 

diseases such as diabetes, heart diseases, liver diseases to name a few [6], [7]. However, the training of such 

predictive models and accuracy of prediction results largely depends on the quality and quantity of data 

available for training and testing of prediction models. 

Disease specific application of chosen machine learning techniques have been tried and evaluated 

by many researchers in recent times. A dedicated study for prediction of cardiovascular diseases was 

conducted by Krittanawong et al. [8]. The study outlined the importance of support vector machines (SVM) 

and boosting algorithms in prediction of the concerned diseases with higher AUC metric results. Hybridized 

machine learning algorithms and their effectiveness in prediction of heart diseases have been done by  

Mohan et al. [9]. The authors presented the results of a new prediction model which was a hybrid random 

forest with a linear model (HRFLM) with an accuracy of 88.7%. Many other researchers [10], [11] also 

evaluated prediction models for heart diseases using varied machine learning techniques on different sample 

medical datasets. 

Another category of diseases is neurogenerative, for which some latest studies conducted by [12], [13] 

have shown utilization of machine learning based predictive methodologies to develop prediction models. 

Prediction models developed for Rheumatic diseases have been explored by [14], [15]. In recent times, 

developing prediction models for chronic and metabolic disorders have also garnered much attention. In 

other research, Nusinovici et al. [16] also assessed the functioning of machine learning algorithms for the risk 

prediction of heart (cardiovascular) diseases, kidney disease, hypertension and diabetes using simple clinical 

predictors. Many other studies conducted by various researchers for chronic and metabolic diseases have 

been done recently using varied machine learning classification algorithms. 

Another metabolic disease which has garnered attention of researchers in medical informatics is 

NAFLD disease. NAFLD disease may lead to other metabolic diseases such as cardiovascular diseases [17] 

and generate many other health risks. AI techniques including machine learning such as classification using 

logistic regression, random forest, XGBoost and decision tree are applied for detecting this disease by 

researchers as presented by Wong et al. [18]. The applied techniques used datasets of electronically stored 

health records of individuals, Biopsy records of liver, along with liver images. Various other researchers have 

also used clinical observant parameters-based dataset for developing machine learning models and predict 

NAFLD disease [19], [20]. The accuracy results as discussed in above studies are varied for different 

machine learning models. The results reported are enlightening however it is evident that not much analysis 

is done regarding the significance of processing of datasets to improve its quality as an important step prior to 

development of machine learning prediction models for prognosis of NAFLD diseases. 

The current research surge in the prediction of metabolic and chronic diseases is clearly visible due 

to high health impacts of such diseases. However, analyzing available data sets prior to development of 

predictive models have not been done in depth. Such preprocessing for quality improvements of the available 

datasets can have a significant impact of training prediction models in broad ranges of machine learning and 

AI on a whole. Therefore, this paper presents a complete framework for preprocessing for quality 

improvement of medical datasets and then evaluating these high-quality data sets in development of machine 

learning trained highly qualitative prediction models. Varied methodologies are utilized for quality 

improvements and then the improved dataset is employed for training of machine learning models. The paper 

performs in-depth experimental evaluations of training and testing accuracies of seven prevelant machine 

learning models. The conducted studies have strengthened the fact that preprocessing of datasets plays a 

significant role in not only improving accuracies but also improving results of other metrics such as AUC and 

F1-score. 

Research gap and main contribution: availability of quality data sets is quite an essential 

requirement for training of prediction models. However, in medical ecosystems, data is enormously 

generated on a regular basis but primarily retained in raw and unprocessed form [21]. More so, a common 
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framework is required to store patient id indexed medical datasets in a common server linking all the medical 

hospitals throughout as proposed by Arora et al. [22]. Data preprocessing, an important ingredient of this 

framework, has to be assessed for medical data sets and common policies for preprocessing medical data to 

improve quality for developing highly efficient prediction models is required. This paper explores and 

presents varied data preprocessing-based methodologies for medical data to predict NAFLD metabolic 

disorder. The methodologies applied have successfully improved not only the accuracy of the prediction 

models but also the precision of the trained model. Varied techniques for data quality improvement have 

been rigorously applied and results presented in this paper which can be used in the medical informatics. 

Training and testing data prediction results on varied prediction quality quantification metrics such 

“accuracy”, “precision”, “recall” and “F1-score” using unprocessed data and processed data has been 

documented for seven different state of the art machine learning based predictive models named “logistic 

regression”, “Naïve Bayes”, “SVM”, “decision tree”, “neural network”, “random forest” and “KNN”. Varied 

python-based utilities to automate the quality enhancement process have been listed such as use of python 

imputer and python smote utility to enhance and balance the data sets in case of imbalance class distribution 

for quality enhancements and realistic predictions using equal distribution of class data sets.  

 

 

2. METHOD 

Clinical observations though are not directly indicative of NAFLD, but if such observations are 

recorded overtime with their prediction of NAFLD status of diagnosed patients, then such a data can 

certainly be utilized as classified data for training machine learning predictive models. However, since the 

clinical observations are primarily recorded manually and largely depends on medical experts; the data 

generally suffers from incompleteness; redundancies; unequal class distributions and multiple columns of 

clinical variables which are highly correlated. Dataset with such properties; may behave inconsistently once 

statistically utilized for training machine learning predictive analysis. The primary objective of this 

conducted research work is to examine and utilize data preprocessing techniques prior to application of 

model training phase as a compulsory step in development of trained prediction models of metabolic and 

chronic disorders. The methodology for the conducted research works towards generating highly qualitative, 

clean and evenly distributed data for developing qualitative predictive models, which report high 

performance levels in terms of accuracy, precession, recall, F1-score, and AUC prediction quality quantifier 

metrics. The ideology is not only to improve accuracy but also to improve precision values and AUC results, 

which is a significant indicator of highly accurate prediction. The methodology adapted for the conducted 

research work is depicted using a framework as shown using phase diagram in Figure 1. The broad steps as 

shown in above phase diagram are explained in Figure 1. 

− Step 1. Data set generation of NAFLD disease: as a first step in the suggested phased diagram, clinical 

observations from different medical sources are gathered and merged together to form a single repository 

of a NAFLD disease. For our conducted study, a clinical observations dataset of 17549 individuals 

merged from different sources available on vincentarelbundock.github.io/Rdatasets/datasets.html is used 

in the conducted study. For seven attributes recorded (id attribute is irrelevant) and available on platform 

is used in the conducted study. A snapshot of the dataset is shown in Figure 2. 

The primary reference for the data set shown above for NAFLD roots back to the study conducted 

by Allen et al. [23]. The author devised a population cohort consisting of the data collected for all adult 

NAFLD prospective patients from years spanning in the range of 1997 to 2014. The snapshot shown above is 

regenerated such that all the columns’ data in the original study are remapped to hide and protect patient’s 

confidentiality. Patient’s age represented in the Figure 2 is the numeric age at the date of indexing, and the 

subject identifier is a random number. As a final data protection for individuals, the dataset shown above and 

utilized in our conducted study uses only approximately 90% randomly picked data from the original data of 

the authors of the primary study. The description of the variable names used in the data set are as follows: 

‘id’ is the subject’s (individual’s) identifier; ‘age’ is the age at date of indexing to the conducted study ; 

‘male’ variable stores value ‘0’ for representing females and 1 otherwise; ‘weight’ represents weight of the 

subject in kilograms; ‘height’ column stores the height of the subject under study in centimeters; ‘bmi’ is the 

body mass index of the subject; ‘case.id’ is the id number of the NAFLD case with which subject under study 

gets matched; ‘futime’ is the time to death or last follow-up of the subject; ‘status’ is 0 if the subject was 

alive at the last follow-up else 1 if the subject was dead. 

− Step 2. Missing data amputations: the data snapshot depicted in Figure 2 displays the presence of missing 

data values in the recorded observations of individuals represented as ‘NAN’ in numerical columns 

(‘weight’, height’, ‘bmi’). Data having missing values, is not suitable for statistical analysis nor for 

machine learning predictive modelling. Hence, such values need critical analysis and amputations using 

suitable methodologies. For our conducted study, missing values in the datasets are mean replaced using a 
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SimpleImputer utility from sklearn.impute package of python [24]. The corrected dataset snapshot by 

mean replacement using above python utility for numerical columns ‘NAN’ values is shown in Figure 3. 

− Step 3. Data correlation evaluation: predictive modelling for classification of dependent variable (class 

variable) highly depends upon number of independent variables used in the model generation. High 

number of variables used in the prediction model often lead to problem of overfitting which lead to false 

and over positive predictions on training while having very poor performance on testing dataset. A quite 

simpler method to handle this problem is to keep minimum independent variables in predictive model 

generation, by dropping highly correlated variables. Hence, a correlation heat map matrix is generated as 

shown in Figure 4 for NAFLD dataset, which clearly depicts high correlation between ‘weight’ and ‘bmi’. 

Hence, ‘bmi’ is dropped from the dataset to retain only significantly highly uncorrelated features which 

can have independent impact on model development and reduce the complexity of model. 
 

 

 
 

Figure 1. Phase diagram for NAFLD disease prediction using qualitative data 
 

 

 
 

Figure 2. NAFLD dataset snapshot 
 

 

 
 

Figure 3. Corrected data with mean replacement 
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Figure 4. Correlation Heatmap for NAFLD dataset 
 

 

− Step 4. Class balance distribution evaluation: it is observed in the NAFLD dataset that the class variable 

‘status’ has quite unequal distribution for values ‘0’ and ‘1’. It is having more of ‘1’ as compared to ‘0’, 

which make the predictive modelling biased for class value ‘1’. Hence, to make the training of predictive 

models unbiased, a necessary step to equalize the class distribution, with performing up/down-sampling is 

done. In up-sampling, rows for class value with lower occurrence are appended along with majority class 

rows in the dataset with an overall distribution representing the original dataset. The data can be under-

sampled with a reverse procedure. Different utilities in python are available for up-sampling and under-

sampling as shown in below Figure 5. Figure 5(a) shows the usage of python SMOTE [25] utility to 

automatically up-sample the minority class. This utility is utilized in our conducted research work.  

Figure 5(b) shows the details of dataset having now 19034 total rows with oversample data. 
 
 

 
(a) 

 
(b) 

 

Figure 5. Upsampling of data for handling class imbalance (a) usage of SMOTE utility for oversampling of 

NAFLD dataset and (b) upscaled NAFLD dataset details 
 

 

− Step 5. Stratified sampling: stratified sampling is an essential step to divide the data set into training and 

testing data; so as to have equally distributed representation of all the classes of dependent variable (in 

our case its ‘status’) in both the training as well as testing dataset. The stratified distribution ensures 

justified training model development which is unbiased having realistic testing accuracy results. 
 

 

3. RESULTS AND DISCUSSION 

Experimentation using the processed and upscaled data of NAFLD by following the above phased 

procedure step by step is done using Google Collab. Results of prediction accuracy of the trained model on 

30% testing dataset is evaluated using non-stratified, stratified and upscaled stratified data. Confusion 

matrices are generated to quantify accuracy, precision, recall, F1-score metric values. These metrics are very 

appropriate indicators of quality of predictions done by any predictor models. Results of prediction of seven 

predictive models on test data prediction for NAFLD disease are collected and analyzed in our conducted 
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research work. The seven predictive model generation algorithms are logistic regression, Naïve Bayes, SVM, 

neural network, random forest, KNN, and decision tree. 

Parameter tuning: for our conducted experimentation, a significant step to tune the ‘kernel’ 

parameter of SVM model, ‘number of neighbors’ parameter in KNN model and ‘number of estimators’ 

parameters in random forest model is also performed. The results of accuracy scores obtained for this step are 

depicted using various plots in Figure 6. It is observed that results of accuracy were best at Poly kernel for 

SVM as shown in Figure 6(a), at 8 neighbors for KNN as shown in Figure 6(b) and 40 estimators for random 

forest models as shown in Figure 6(c). Therefore, for conducting further experimentations, these parameters 

are chosen and fixed. 
 

 

 
(a) 

 

 
(b) 

 

 
(c) 

 

Figure 6. Results of different parameter tuning; (a) parameter tuning for kernels in SVM, (b) parameter 

tuning for number of neighbours parameter in KNN and (c) parameter tuning for number of estimators  

in random forest 
 

 

The detailed testing results obtained on non-stratified partition based NAFLD data set are shown in 

Table 1. The results show best accuracy level of 93 percent for Naïve Bayes model. For most of the models 

the accuracy was round off 93 percent, except decision tree. The precision values reported were low for 

decision tree and KNN. Table 2 show the testing results on NAFLD dataset after using stratified sampling. 

Not much improvement is observed in accuracy values of the prediction, however precision levels are 

improved for all the predictive models. 
 
 

Table 1. Prediction quality results of non-stratified quality improved NAFLD test data 
Predictive model Accuracy Precision Recall F1-score 

Logistic regression 0.928 0.632 0.93 0.90 

Naïve Bayes 0.931 0.681 0.93 0.91 
SVM (Poly) 0.925 1.0 0.93 0.89 

Neural network 0.928 0.55 0.93 0.91 

Decision tree 0.879 0.22 0.88 0.88 

KNN (8 neighbors) 0.927 0.596 0.93 0.90 

Random forest (40 estimators) 0.925 0.514 0.93 0.91 
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Table 2. Prediction quality results of stratified quality improved NAFLD test data 
Predictive model Accuracy Precision Recall F1-score 

Logistic regression 0.926 0.69 0.93 0.90 
Naïve Bayes 0.926 0.607 0.93 0.91 

SVM (Poly) 0.922 1.0 0.92 0.89 

Neural network 0.929 0.717 0.93 0.91 
Decision tree 0.884 0.275 0.88 0.89 

KNN (8 neighbors) 0.925 0.621 0.93 0.90 

Random forest (40 estimators) 0.925 0.554 0.93 0.91 

 

 

Table 3 shows the testing results using stratified distributed and Upscaled NAFLD data set.  

A quite interesting observation for the results obtained indicate a balanced result for accuracy as well as 

precision. A balanced result of accuracy and precision lead to better ROC curves with higher AUC values, 

which is a strong indication for the correctness of the developed predictive model using Upscaled and quality 

enhanced dataset. ROC curves for stratified data for the results of Table 2 and Table 3 are plotted and shown 

in Figure 7. 
 

 

Table 3. Prediction quality results of stratified quality improved upscaled NAFLD test data 
Predictive model Accuracy Precision Recall F1-score 

Logistic regression 0.869 0.704 0.87 0.84 

Naïve Bayes 0.868 0.591 0.87 0.86 

SVM (Poly) 0.889 0.859 0.89 0.87 
Neural network 0.927 0.836 0.93 0.92 

Decision tree 0.893 0.639 0.89 0.89 

KNN (8 neighbors) 0.930 0.937 0.93 0.92 
Random forest (40 estimators) 0.933 0.908 0.93 0.93 

 

 

ROC curves: ROC curves are also generated as shown in Figure 7. Figure 7(a) depicts the plot for 

stratified data, whereas Figure 7(b) shows the plot for stratified upscaled data. It is evident that ROC curve 

shown in Figure 7(b) has higher AUC values, therefore the results of accuracy and precision generated for 

stratified distributed upscaled data are highly reliable and indicate realistic accuracy for the future 

predictions. The highest AUC is reported for neural network model and random forest model. 
 

 

 
(a) 

 
(b) 

 

Figure 7. ROC and AUC values for (a) stratified distributed data and (b) stratified distributed upscaled data 
 

 

4. KEY TAKE AWAYS 

Readers will be able to understand the significance of data preprocessing to medical data for 

accurate prediction in this paper. Training and testing data prediction results on varied prediction quality 

quantification metrics such “accuracy”, “precision”, “recall”, and “F1-score” using unprocessed data and 

processed data has been documented for seven different state of the art machine learning based predictive 

models named “logistic regression”, “Naïve Bayes”, “SVM”, “decision tree”, “neural network”, “random 

forest”, and “KNN”. Readers will also be able to identify experimental results of varied python-based utilities 

to automate the quality enhancement process. Python utilities presented here are python imputer and python 

smote utility to enhance and balance the data sets in case of imbalance class distribution for quality 

enhancements and realistic predictions using equal distribution of class data sets. 
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5. CONCLUSION 

Predictive analysis is a significant area of research in medical informatics specifically for 

developing machine learning models for chronic diseases. NAFLD is one such disease which is impacting 

quite a large number of individuals now a days. High quality predictive models having high quality indicators 

for prediction accuracy. Such models, if developed, will be a boon for all stakeholders in the health sector. 

However, due to scarcity of high-quality real time clinical datasets, quality prediction with high accuracy is a 

challenge. This paper has presented a modular approach with systematic phased application of data quality 

enhancement steps for NAFLD clinical observation data sets using python simple utilities such as imputer 

and SMOTE. SMOTE utility utilizes generative AI methodologies to upscale the imbalanced dataset.  

The generated quality NAFLD dataset is subjected to training and testing of seven state of the art machine 

learning predictive models. The in-depth empirical analysis of testing data prediction results has shown 

improvement in the precision, AUC values of ROC curve indicator, which indicates significance of quality 

improved dataset for nafld prediction, and hence paving a way towards prediction of other diseases using our 

depicted step by step methodology for developing high quality prediction models in medical informatics. 

Future work: the conducted experimentation needs to be extended for other diseases with real time 

datasets. the work can be extended with real time testing with parallel computation in real time environments. 

Impact of deep learning can be extended for the considered dataset.  
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