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 The vast amount of data stored nowadays has turned big data analytics into a 

very promising research field. Clustering is an essential step in data analysis, 

widely used for classification, collecting statistics, and acquiring insights in 
specific domains of knowledge. However, the most of existing algorithms 

based on Lloyd-Forgy’s method, have an enormously huge average-case 

complexity while clustering data sets with a large number of features, which 

may be superpolynomial time (NP-hard) and are severely constrained in 
terms of speed, productivity, and adaptability. Aiming to improve Lloyd-

Forgy’s clustering performance, K-means++ algorithms, a variety of 

algorithm-level optimizations which is not been well-studied, is discussed 

along with very promising gaussian mixture model (GMM) and soft 
clustering based Fuzzy C-means (FCM). Further, for fast and distributed 

data processing and to leverage the benefits of big data platforms, such as 

Apache Spark, Spark-based clustering methods are applied on three-

dimensional (3D) road network data set which is collected from UCI 

repository. However, Spark-based clustering research is still in infancy. The 

distributed computation tests are conducted by allocating two core 

processors and one databricks unit (DBU) with 15 GB memory and 

measuring execution times, as well as root mean square error (RMSE), mean 
absolute error (MAE), clustering accuracy, and silhouette values. The results 

are promising and provide new research directions in the field of spark-

based clustering on big data. 
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1. INTRODUCTION 

It is envisioned that by the end of 2050, around 70% of the world population might be living in the 

urban areas. This leads to developing a smart city with a lot of planning and technology as the foundation. 

Urban or smart city road networks, an important component of national infrastructure is now represented 

through intelligent geographical information system (GIS) tools like three dimensional (3D) maps for better 

visualization [1]. This way, 3D road network representations are helping government to have efficient 

planning and development of the urban/ smart city likes that of building a world-class greenfield smart city in 

Gurugram, Haryana in India. 3D road networks are amongst the vitally necessary elements of a smart city 

and intelligent transportation mechanism, which has been reconnoitering in various ways to minimize the 

loss of revenue by the government due to improper planning and development of the city including: damaged 

roads, disputed constructions, disaster management, to name a few. However, researchers still face 

challenges extracting 3D networks on a large scale with limited resources to monitor effectively every 

https://creativecommons.org/licenses/by-sa/4.0/
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construction site and/or supervise every new road [2]. It is also pointed out by the researchers that the 

improper planning of road transportation plays a key role in global climate change that has a negative 

repercussion on public health at large [3], which could have been avoided to a great extent through target fuel 

savings and reduced greenhouse gas emissions and other selected air pollutants. The 3D spatial map of a 

smart city road network with eco-routing can develop an intelligent transportation system [4] with a saving in 

fuel cost of 8-12% in comparison to a standard routing based 2D model [5] and can be applied for accurate 

prediction of fuel consumption [6]. Further, 3D road network modelling can be effectively used in internet of 

vehicles (IoV) scenario by providing more accurate topology for the road network to predict the vehicle’s 

precise location with real-time position information and improved wireless channel estimation [7]. Several 

researchers experimented the eco-routing method on 3D spatial road network data by using the driver’s 

driving scenario including vehicle speed, time, number of start, and stops by applying brakes. In an urban 

environment to study the carbon emission effects and develop models to reduce them [8]. Chen et al. [2] 

studied the multi-source 3D road network extraction method to obtain a complete and accurate road elevation 

data set, where they obtained the final root mean square error (RMSE) of 3.80 m and mean absolute error 

(MAE) of 1.94 m while comparing with those of unmanned aerial vehicle (UAV) digital surface model 

(DSM), light detection and ranging (LiDAR) point cloud and google earth in three cities of different scale. 

Next, to support the road data in 3D road network, there are four conventional way of road information 

extraction are available in literature such as: global positioning system (GPS) trajectory clustering methods 

[9], area methods [10], knowledge models [11], and artificial mapping methods [12].  

Recently, deep learning techniques are used by some researchers to extract high-resolution road 

information from the remote sensing images using google earth and to classify the road image with road and 

no-road classes, which seems to be computational intensive [13]. Semantic image segmentation methods are 

employed by Wang et al. [14] on road scenes to extract exact road information while U-Net, a loss-function 

based optimizer network is used in [15] to extract the urban roads without object barrier. In the era of big 

data, new systems are to be developed to efficiently deal with the data storing and data processing [16]. Spark 

initially developed by the University of California Berkeley R&D Lab is an open-source tool used as an 

interface to exploit fault-tolerant clusters based on parallelization of the huge data for distributed computing. 

As defined by Databricks, which is one of the major contributors to Apache Spark, Spark based distributed 

computing is one of the very fast and in-memory data processing engines to process the data in real time in 

batch mode [17]. To conquer the defiance posed in processing the big data, use of clustering techniques are a 

reasonable solution. However, there are also cases where it is observed that the traditional clustering 

algorithms are not found suitable for large data sets [18] like the 3D road network data sets used in this 

research. Using Apache Spark distributed clustering utilizing parallel processing to read and process the large 

data sets across multiple disks and CPU/VDU in contrast to using a single PC seems to be promising area of 

research in big data analytics. This way, optimized computations on each cluster node are achieved through 

efficient utilization of available computer resources with low computational time and produce accurate 

solutions [19]. Even though Hadoop and Spark both are very much popular in parallel clustering approaches 

to deal with big data, Spark is more efficient as it not only stores the intermediate results in memory but also 

eliminate the exigency for numerous disk input/output (I/O) operations [20]. This way Spark is considered to 

be faster (at least 3 times faster on a 100 TB of data) in comparison to Hadoop MapReduce. 

The traditional hard K-means method [21] always produce hard clusters, which is found to be too 

expensive in many machine learning applications when an object belongs to more than one cluster, and as a 

result, cluster boundaries necessarily overlap. On the other hand, soft clustering based on Fuzzy set 

representation, like Fuzzy C-means (FCM) algorithm, allows an object to belong to multiple clusters with 

certain membership degree lying between 0 and 1, but at the expense of high descriptiveness of the clustering 

results. Then the solution to the FCM clustering was to use rough set-based clustering where the result is 

neither too restrictive as in traditional clustering nor too descriptive in comparison to fuzzy clustering [22]. 

Distributed clustering on the other hand has not yet explored fully till date, creates challenges in terms of 

communication overhead may use few data with as minimum synchronization as possible, but produces 

efficient results. It is also observed that distributed clustering using Spark handling K-means is almost 100 

times faster than using Hadoop based clustering [20]. This motivates us to use Apache Spark environment for 

our experiments in big data analytics.  

Highlights of the research are: 

 This research presents an Apache Spark based clustering [23], a big data platform for dealing for 

distributed computations 

 Apache Spark can distribute the data with large features over as many computing nodes as we can afford. 

Here, two core processors and one DBU (Databricks unit) with 15 GB memory are employed for the 

research work. 
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 A free version of the ArcGIS software [24] is used for better understanding of 3D road network data sets 

obtained from UCI repository [25] through visualization, density of the area under consideration and 

possible outliers in the data. 

 Several clustering algorithms such as simple K-means, Apache Spark based K-means++ (an efficient 

parallel K-means clustering), gaussian mixture model (GMM) and FCM are proposed on a 3-D road 

network data set for its effective implementation. 

 Experimental results show the applicability of this novel Apache Spark based distributed clustering 

approaches in big data analytics. 

 Apache Spark based FCM clustering method achieves promising results in comparison to other existing 

approaches in terms of i) having quality clusters, ii) lowest execution times, and iii) cause minimum error 

during clustering process with 100% clustering accuracy when applied in a high-dimensional and high-

sparsity data sets which can be used as 'ground-truth' validation. 

The rest of the paper is organized as follows. Section 2 discusses about the materials and methods 

used in this research followed by experiments conducted in section 3. While experimental results and 

discussions are presented in section 4, the paper concludes in section 5 with future scope of the research. 

 

 

2. MATERIALS AND METHODS 

2.1.  Dataset description 

In this research, 3D road network data set covering a region of 185×135 square kilometers was 

collected from UCI repository by adding elevation information to the previously available 2D road network 

data set created in North Jutland of Denmark [25]. The added elevation values are extracted for Denmark, by 

using a open source massive laser scan point cloud. This 3D road network data set is used as a benchmark for 

fuel, carbon dioxide (CO2) and other pollutants estimation.  

Road network dataset analysis in GIS using traditional routing functions are somewhat difficult to 

produce optimal solutions as it results combinatorial complexity. Dealing with such a complex road network 

for both communication and transportation network needs some efficient ways and means to allocate and 

provide urban amenities to the public considering shortest route and travel demand. This may be achieved 

through better visualization of the road network by using available free or commercial map services such as 

ArcGIS. At the same time, it is also very popularly used for accurate eco-routing, cycling routing and vehicle 

routing for implementation of IoV. It is customary to say here that a better road network not only reduces the 

traffic congestion but also helps in minimizing the emission of CO gas, global warming, human resentment 

and road accidents to name a few. For data mining applications in satellite image processing and spatial data 

mining, this may also be used as a “ground-truth” validation. As the 3D road network data set doesn't contain 

any class labels, it is more suitable to use potential clustering algorithms to obtain some missing elevation 

information at any points on the road network. There are four attributes with 434,874 numbers of instances; 

the details are as provided below. 

 

2.1.1. Attribute information 

i) OSM_ID: open street map ID for each road segment or edge in the graph. 

ii) Longitude: web mercaptor (google format) longitude. 

iii) Latitude: web mercaptor (google format) latitude. 

iv) Altitude: height in meters. 

In this, OSM_ID is the ID assigned by open street maps to the road segments. Each (longitude, 

latitude, and altitude) point on a road segment (with unique OSM ID) is sorted in the same order as they appear 

on the road. So, a 3D-polyline can be drawn by joining points of each row for each OSM_ID road segment. 

Considering the above data, a descriptive analysis is conducted to understand more detailed density 

distribution of the data along with outliers and clusters of points using Python and ArcGIS software [24].  

A graphical representation of the distribution of layers in terms of OSM ID as number of counts presented in 

Figure 1. Creating a density map in Python can be a valuable way to visualize the distribution of data points 

within a three-dimensional space. Figure 2 presents a visualization of the 3D road network data set in terms 

of density for each layer in the data set, which is particularly useful for insights into the concentration of data 

and identifying patterns or clusters, for eco-routing by the public. Here, the input is a set of points (OSM IDs) 

in 3D road network, and the output is a density map that illustrates where points are most densely packed 

with respect to corresponding longitude, latitude and altitude. Bigger bar in the Figure 1 indicates more dense 

points in road network at that specific category. Further, from Figure 2, one can observe that the road 

network is highly dense for longitude of 9.9711008, latitude of 56.9970205 and altitude (height) of 

17.0527715677876, with highest density value in comparison to the other points, urge for attention for better 

Eco-routing while designing for smart city and intelligent transportation purposes. 
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Figure 1. Distribution of 3D road network data set 
 

 

 
 

Figure 2. Density Plot for 3D road network data visualization 
 

 

2.2.2. Data visualization of the road network 

The 3D road network data was imported into a free version of arcGIS software which is essentially 

used to plot maps. 3D spatial road network data with altitude is shown in Figure 3. In Figure 3, one can 

observe the circles of different size represent the points with different altitude. The basemap with OSM ID 

and Altitude for understanding outliers are presented in Figure 4, where different circle colors represent 

different clusters. There are several output color categorizations used in this research to highlight the altitude 

of different values. In Figure 4, while pink output features are part of a cluster of high-altitude values, light 

blue are part of a cluster of low altitude values, red output features represent high outliers within a cluster of 

low altitude values and blue output features represent low outliers within a cluster of high-altitude values. 

Further, outlier analysis for altitude values in the 3D road network data set are performed which are shown in 

Figure 5 with the following description of the outlier analysis for better understanding of the data set and 

decision-making process. 
 

 

 
 

Figure 3. 3D spatial road network data with altitude 
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Figure 4. Basemap with OSM ID and altitude for understanding outliers 

 

 

 
 

Figure 5. Outlier analysis for altitude with high-high cluster 

 

 

The step wise observations recorded while performing the outlier analysis for the altitude using 

ArcGIS software are presented below. 

i) Step-1: initial data assessment. There were 431 valid input features. The altitude properties shown in 

Table 1. 
 

 

Table 1. Summary statistics of altitude properties 
Min Max Mean Standard deviation 

0.1003 8.3522 2.9549 2.1549 
 

 

There were 3 outlier locations; which will not be used to compute the optimal fixed distance band. 

ii) Step-2: scale of analysis. The optimal fixed distance band was based on the average distance to 21 nearest 

neighbors 2574.0000 meters. 

iii) Step-3: outlier analysis. There is 499 permutations for creating the random reference distribution for 

outlier analysis, out of which: 

 There are 431 output features statistically significant based on a FDR correction for multiple testing 

and spatial dependence. 

 There are 5 statistically significant high outlier features. 
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 There are 3 statistically significant low outlier features. 

 There are 244 features part of statistically significant low clusters. 

 There are 106 features part of statistically significant high clusters. 

In the same way, outlier analysis for the other two layers (longitude and latitude) may also be 

conducted for better understanding of the data set. A result for outlier analysis considering longitude is 

shown in Figure 6, where the cluster point of interest shows not significant outlier present. In overall analysis 

of Figure 6, it is observed that there are 0 statistically significant high outlier features, 2 statistically 

significant low outlier features, 0 features part of statistically significant low clusters and 0 features part of 

statistically significant high clusters. 

 

 

 
 

Figure 6. Outlier analysis for longitude in 3D road network data set 

 

 

2.2.  Proposed method  

In this section, four clustering methods such as K-means, K-means++, GMM and FCM are 

discussed which are implemented in this research study. 

 

2.2.1. K-means++ clustering  

The K-means clustering initially proposed by Mac Queen is one of the most popular, simple, yet an 

efficient and stable clustering method available in the literature. Still, it has some limitations for being 

blocked locally based on the randomly chosen initial cluster centers. This drawback is eliminated in  

K-means++ by intelligently choosing a set of initial cluster centers in place of randomly chosen ones. This 

way, K-means++ ensures an efficient way of choosing cluster centers (centroids) with acceptable cluster 

quality. Distributed K-means++ is implemented in this research in ApacheSpark DataBricks environment, 

which is sometimes called as K-means|| (or parallel K-means) in PySpark. Parallelism is needed to address 

the big data analysis using machine learning algorithms so that the results can be obtained in a shorter span of 

time. The K-means++ [26] can find a center set that achieves O(log K) approximation for the optimal center 

set. At the same time, it has a computational complexity of O(K), which indicates that the clustering process 

is slow initially for large value of K which eventually have no improvement even though less iterations are 

used and achieves constant bi-criteria approximation with constant probability [27]. Further, to understand 

the optimal cluster numbers (K) and cluster quality, elbow method with silhouette score (S) are used in this 

research.  

Silhouette score (S) is a measure of degree of similarity between two cluster points present in the 

same cluster, which can be represented as in (1). 

 

𝑆𝑖 =
𝑝𝑖−𝑚𝑖

max(𝑝𝑖−𝑚𝑖)
          (1) 

 

Here, 𝑝𝑖  is the minimum average distance from ith cluster point to cluster points in a different cluster and 𝑚𝑖 

represents the average distance from ith cluster point to other cluster points in the same cluster. The range of 
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values for 𝑆𝑖 lies between -1 to +1, where a high value of 𝑆𝑖 indicates that ith cluster point is well matched to 

its own cluster but poorly matched to the points in the inter clusters. 

 

2.2.2. Gaussian mixture model 

The GMM is a powerful clustering method for identifying subtle cluster patterns where it expresses 

the gaussian probabilistic distribution of data points, divulge hidden structures and linkages within clusters 

[28]. The popularity of GMM lies in is adaptability in dealing with finding clusters of different shapes, size 

and densities, which makes an ideal choice for the 3D road network data set used in this research. One 

disadvantage of GMM is in data generation from a mixture of gaussian probability distributions, which may 

not be possible always in real–world environments. The computational complexity of GMM depends on the 

number of iterations and time to compute expectations and maximization steps [29].  

 
2.2.3. Fuzzy C-means 

The fuzzy clustering method [30] applies to the points of region where it is little difficult to 

categorize them exactly in two clusters. FCM algorithm is a soft clustering technique using the concept of 

fuzzy logic so that the objects of classifications can fall in more than one cluster. Based on these separations, 

repetitions are performed on each cluster groups and then new centroids are calculated with the help of fuzzy 

partition which finally enables us to obtain the classification tasks that has linear distribution of feature space. 

For the data set having nonlinear distribution of feature space, kernel based FCM [31] are suggested which 

ultimately improves the Euclidean distance measure to have better clustering process. However, even though 

FCM is popular and simple to use, this method is not found suitable for clustering big data due to their 

complex structure [32]. Further, the drawbacks lies efficient cluster center initialization, as improper 

initialization can result in slow or non-optimal convergence making the cluster of low quality [32]. On the 

other hand, when dealing with high dimensional data, random sampling method is proposed by which data 

are divided into subgroups, each containing a small sample of whole data set, taking less iterations, faster 

convergence and with good clustering quality [33]. 

 

2.3.  Performance measures 
In this research, we use elbow method with silhouette score to obtain the optimal cluster and cluster 

quality. Further, based on the cluster size, several clustering algorithms (K-means, K-means++, GMM and 

FCM) were modeled on 3D road network data set to obtain the performance comparison thorough clustering 

time, root mean square error, mean absolute error and clustering accuracy.  

 

 

3. EXPERIMENTS 

All the experiments in this research are conducted in an Intel Core i5 machine with 1 TB HDD, 8 

GB RAM and 2.64 GB CPU in Apache Spark environment using Databricks. Databricks presents us in terms 

of virtual machines (VMs) and DBUs, based on the VM instance selected. A DBU is a unit of processing 

capability, billed on a per-second usage in commercial version. However, we used a free databricks version 

with 2 cores, 1DBU and 15 GB free memory for our experimental setup in Apache Spark environment to 

carry distributed processing on the data set. For better understanding about this research, the steps carried out 

in the experimental process are presented in Figure 7 with following steps. 

 Step-1: at first, we used the input 3-D road network dataset collected from UCI repository into the 

ArcGIS software to understand the data visualization with density distributions and then perform the 

outlier analysis to better understand about the road conditions that might be useful for decision making in 

eco-routing and smart city scenario. 

 Step-2: secondly, for performing distributed data clustering approach, the input data set was used in the 

Apache Spark server in DataBricks environment. 

 Step-3: then, schema is generated and the data is formatted using vector assembler into vectors which 

were used as features for analysis in 3rd step. 

 Step-4: next, we used silhouette score and inertia method to find the optimal number of clusters in 4th 

step. 

 Step-5: in the fifth step, the proposed distributed clustering model using K-means, K-means++, GMM 

and FCM were used for big data analytic. 

 Step-6: finally, in the 6th step, experimental results are obtained using performance metrics such as: 

clustering time, RMSE, MAE, and clustering accuracy. and comparison with other available research is 

carried out to understand the suitability of the proposed research. 
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Figure 7. Experimental framework for distributed clustering for big data analytic 

 

 

In this research, the number of clusters is chosen at the elbow point of the graph; similar to that of 

elbow point of the arm, hence the naming is done accordingly as “elbow criteria”. This elbow can’t always be 

unambiguously identified. The point generally present us the number of cluster point where the model can 

perform well. On the other hand, Inertia represents the sum of squared distances of samples to their closest 

cluster centers. However, we do not have always a clear clustered data. The optimal number of clusters (K) 

can be found through sum of squared distances within clusters (WCSS) which is calculated for different 

values of K. The “elbow” in the plot of WCSS against K typically indicates the optimal number of clusters to 

choose.  

Model evaluation: silhouette score is used to assess the quality of clusters produced by various 

clustering techniques like K-means, K-means++, GMM and FCM. The silhouette score obtained for the 

whole data set is the mean value of the Silhouette Scores of all data points. 

 

 

4. RESULTS AND DISCUSSION 

This section presents the results obtain from the experiments conducted and discusses them to get 

better knowledge representation in clustering process on the 3D road network data set, for effective decision 

making. Figure 8 shows the distribution of data points through 3D spatial network clustering using K-means 

clustering for 5 clusters (K=5) in terms of three layers such as longitude, latitude, and altitude. Next, elbow 

method is used to find the optimal cluster, which is at K=4 as can be observed from Figure 9. In this, the 

silhouette score for 4 clusters is 0.427 (restricting to three decimal places). Inertia method is employed with 

respect to number of clusters in Figure 9 to obtain the optimal cluster value and respective cluster quality 

using K-means++. Even though inertia method is a very popular one in finding optimal clusters, it poses 

some concerns in right selection of K as it decreases monotonically with respect to number of clusters (K). 

However, a universal solution to find the right number of clusters in clustering process is not yet achieved so 

far [34]. 

A comparison of the clustering methods using simple K-means clustering along with Apache Spark 

based distributed clustering with K-means++, GMM and FCM with their respective silhouette score is given 

in Table 2. From Table 2, one can observe that optimal cluster is found at K=4 for all cases (0.5780 for 

simple K-means; 0.4298 for Apache Spark K-means++; 0.4220 for Apache Spark GMM and 0.4205 for 

Apache Spark FCM) having largest silhouette score than that of other values of K. At the next stage, we 

applied several clustering algorithms on the 3D road network data sets with different K values to understand 

the effectiveness of the clustering algorithm in clustering process. Root mean square error (RMSE), mean 

absolute error (MAE), clustering time and total execution time in seconds are used to evaluate the clustering 

models, which is presented in Table 3.  
 
 

 
 

Figure 8. Distribution of data in 3D road network data set using K-means clustering (K=5) 



Indonesian J Elec Eng & Comp Sci  ISSN: 2502-4752  

 

 Apache Spark based distributed clustering for big data analytic with … (Rotsnarani Sethi) 

343 

 
 

Figure 9. Plotting the inertia to find the optimal number of clusters using K-means++ 

 

 

It can be observed from Table 3 that after applying K-means++ in Apache Spark distributed 

clustering environment, the total execution time takes 90 times less than the simple K-means clustering for 

K=4, 43 times less for K=10 and 30.72 times less for K=40 Clusters. As in our case, K=4 is the optimal 

clusters, we can conclude that Apache Spark distributed clustering environment with K-means++ takes very 

less execution time in comparison to traditional environments with K-means clustering. To perform more 

research on the effectiveness of distributed clustering, GMM and FCM are used in Apache Spark 

environment on the same data set and the obtained results are presented in Table 4. From Table 4, it is 

observed that Apache Spark based FCM outperforms GMM by having highest clustering accuracy (100%), 

lowest RMSE (0.1980) and MAE (0.1552) at the expense of acceptable execution time (3156.30 seconds) 

and clustering time (10.32 seconds).  

Finally, a comparison with other existing research methods are presented in Table 5 for K=4 and 

K=8 which demonstrates the superiority of our proposed Apache Spark based FCM over GMM, EM and  

K-Means clustering approaches with 100% clustering accuracy. From Table 5, it is observed that our 

proposed Apache Spark based GMM and FCM outperforms the K-means and EM clustering approaches in 

terms of % accuracy with 95.69%, 100% with optimal cluster K=4 respectively. Whereas, for K=8, FCM is 

most accurate with 100% accuracy in comparison to 87.39% for GMM, 90.92% for K-Means [35] and 

91.67% for EM clustering [35].  

From all the comparisons presented in Tables 3 to 5, it is quite evident that Apache Spark based 

FCM clustering is the winner followed by GMM and then K-means++, with highest clustering accuracy 

(100% for 4, 10, and 40 clusters) with lowest RMSE (0.1980, 0.1300, 0.0554 for 4, 10, and 40 clusters 

respectively) with acceptable MAE (0.1552, 0.0992, and 0,0424 for 4, 10, and 40 clusters respectively) in 

comparison to K-means++ but takes little more execution time than K-means++, but less than GMM in 

distributed clustering process.  

 

 

Table 2. Silhouette score comparison for traditional and distributed clustering 
Algorithm Number of clusters Silhouette score 

Simple K-means 4 0.5780 

10 0.5085 

40 0.3437 

Apache Spark K-means++ 4 0.4289 

10 0.3743 

40 0.3857 

Apache Spark GMM 4 0.4220 

10 0.3239 

40 0.3523 

Apache Spark FCM 4 0.4205 

10 0.3698 

40 0.3917 

 

 

After extensive experiments, it can be understood here that sometimes, Apache Spark takes more 

time for clustering process, as there are too many concurrent tasks running which is a beneficial feature as it 

provides fine-grained sharing and eventually leads to maximum utilization while cutting down the query 

latency. At the same time, difficulty in Apache Spark implementations by non-experts in machine learning 
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and deep learning applications with better graphical representations is a real challenge which are to be 

addressed in the future [36]. Still, the machine learning library of Apache Spark considered being scalable 

amd more accessible in comparison to its counterpart Apache Hodoop MapReduce while dealing with big 

data of hundreds of TB or more, which is quite interesting [20]. This research is not yet fully explored; hence 

further and in-depth studies may be needed to confirm its suitability especially in developing eco-routing 

model while designing an IoV, smart city and intelligent transportation scenario for a sustainable 

environment.  

 

 

Table 3. Experimental results using clustering algorithm in Apache Spark environment 
Algorithm/error 

measures 

No of 

clusters 

RMSE MAE Clustering time 

in Sec 

Total execution 

time in sec 

Simple K-means 4 3.2201 1.7336 4.7395 2089.5237 

10 1.4028 0.8711 5.6595 2090.5515 

40 0.5157 0.3973 13.6936 2078.3555 

Apache Spark 

K-means++ 
4 2.6011 1.4158 4.4808 22.9585 

10 1.4028 0.8711 9.9141 47.2690 

40 0.5157 0.3973 30.9308 65.5233 

 

 

Table 4. Comparison of GMM and FCM in Apache Spark on 3D road network data set 
Algorithm/error 

measures 

No of 

clusters 

RMSE MAE Clustering time 

in sec 

Total execution 

time in sec 

% Accuracy 

Apache Spark 

GMM 
4 0.1997 0.1555 2.64 3291.46 95.69 

10 0.1364 0.1046 30.67 3256.24 86.71 

40 0.0598 0.0460 74.57 3362.70 86.54 

Apache Spark 

FCM 
4 0.1980 0.1552 10.32 3156.30 100 

10 0.1300 0.0992 97.29 3268.54 100 

40 0.0554 0.0424 843.67 3453.16 100 

 

 

Table 5. Comparison with others work applied on 3D road network data set 
Algorithm K (no. of clusters) Achieved clustering accuracy % 

K-means [35] 4 91.67 

K-means [35] 8 90.92 

EM [35] 4 90.71 

EM [35] 8 91.67 

Ours (GMM) 4 95.69 

Ours (GMM) 8 87.39 

Ours (FCM) 4 100 

Ours (FCM) 8 100 

 

 

5. CONCLUSION 

In this research, the aim was to develop an efficient distributed clustering model for big data 

analytics using 3D road network data set. For any data analytic process, data visualization plays a very vital 

role. So, data distribution with density plot and pair plot is used to understand the relations amongst the 

variables. Further, to check whether any outlier is present in the data set, experiments are conducted using 

ArcGIS to achieve this. Next, the data set is used on an Apache Spark based environment using distributed 

clustering through K-means++ (parallel K-means), GMM and FCM and the performance of each one of them 

are recorded in terms of Silhouette score, clustering time, total execution time, RMSE, MAE, and clustering 

accuracy.  

From the comparison, it is observed that the distributed clustering through Apache Spark based K-

means++ outperform traditional K-means clustering by taking 90 times less time with more accurate 

clustering. Next, to perform further investigation about the effectiveness of the clustering process, several 

other clustering process such as GMM and FCM are employed in Apache Spark distributed environment. 

After comparing the results obtained by our experiments with different clustering models and subsequently 

comparing with the other available research applied on the same data set, we conclude that FCM based 

distributed clustering is the best clustering model with highest clustering accuracy (100%), lowest RMSE 

(0.1980) and MAE (0.1552) at the expense of acceptable execution time (3156.30 seconds).  

From the above findings, it is envisaged that this research will be helpful in warrant the future 

advancement in data analytics and machine learning especially clustering techniques using distributed 

computing approach in order to uncover the hidden information from the vast amount of most challenging 

unstructured and spatio-temporal data. Further, big data machine learning using the effectiveness of several 
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proposed and discussed clustering algorithms which are efficient in 3D road network design may pave the 

way for the scientists/engineers to design future smart city and intelligent transportation system. While this 

research will pave the way for the interested researchers and practitioners to carry out further experiments to 

build a suitable model of interest with possible threats to validity of the clustering process. In future, some 

more distributed clustering techniques in a bigger and complex data set are to be investigated to address the 

issues pertaining to big data analytics.  
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