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 Heart disease, diabetes, and breast cancer pose significant global health 

challenges, and effectively addressing these chronic diseases necessitates a 

coordinated international effort. The integration of machine learning and 

predictive analytics offers promising solutions for tackling these issues.  

Our study presents a unified model that utilizes the random forest (RF) 

algorithm and SparkMLlib to predict these three diseases, testing the model 

on three distinct datasets and evaluating its performance using scientific 

metrics, including the receiver operating characteristic (ROC) curve, 

accuracy, precision, recall, and F1-score. Furthermore, we aim to investigate 

whether variations in medical data and contextual factors impact the results.  

The findings indicate that while the model shows strong overall 

performance, its effectiveness may differ for each disease due to factors such 

as data characteristics, disease-specific features, model behavior, and various 

biological and medical considerations; understanding these factors is 

essential for improving model performance and ensuring its appropriate use 

in clinical environments. 
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1. INTRODUCTION 

Heart disease, diabetes, and breast cancer are significant global health challenges. Heart disease is the 

leading cause of death, with 17.9 million fatalities in 2016 [1]. Diabetes affected 463 million adults in 2019, 

projected to rise to 700 million by 2045 [2]. Breast cancer is the most common cancer among women, with 2.3 

million new cases diagnosed in 2020 [3]. Heart disease arises from various factors, including genetics and 

lifestyle, with prevention strategies like lifestyle changes and medications [4]. Diabetes, primarily type 2, results 

from insufficient insulin production or usage, leading to complications such as cardiovascular issues [5].  

Breast cancer treatment varies by type and stage; with early detection improving outcomes. Challenges in 

addressing these diseases include limited healthcare access in low-income regions and high treatment costs. 

Unhealthy lifestyles further contribute to the prevalence of heart disease and diabetes [6], [7]. 

Recent journal articles have explored machine learning techniques for predicting heart disease, 

diabetes, and breast cancer. Kadhim and Radhi [8] evaluate various algorithms, including support vector 

machines (SVM), K-nearest neighbors (KNN), decision trees (DTs), and random forest (RF), for classifying 

heart disease using a dataset from IEEE data port, ultimately finding that RF achieves the highest accuracy at 

95.4%, while [9] proposes a model utilizing k-modes clustering and multiple machine learning techniques, 

achieving accuracy scores between 86.37% and 87.28%, with the multilayer perceptron performing best; 

[10], the authors aim to construct an efficient model for predicting coronary heart disease (CHD) using seven 
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algorithms, including RF, which achieved an average accuracy of 92.85%, demonstrating its potential to 

reduce diagnostic costs and time constraints in medical applications. Kangra and Singh [11] compare various 

machine learning algorithms, including SVM, Naïve Bayes (NB), KNN, RF, logistic regression (LR), and 

DT, for predicting diabetes mellitus using the Pima Indian Diabetes (PID) and Germany Diabetes datasets, 

finding that SVM achieved the highest accuracy of 74% on the PID dataset, while KNN and RF excelled 

with 98.7% accuracy on the Germany dataset; [12], they focus on identifying crucial features for diagnosing 

diabetes, determining that the correlation attribute evaluator method is optimal for feature selection and the 

multiclass classifier is the most effective classifier; finally, [13] presents a model that employs data balancing 

techniques using SMOTE and various algorithms, with RF yielding the best results at 97% accuracy on the 

Diabetes dataset 2019 and 80% on the PID dataset, significantly reducing false-negative detections. Nemade 

and Fegade [14] compare various machine learning classification techniques, including NB, LR, SVM, KNN, 

DT, and ensemble methods like RF, Adaboost, and XGBoost on a breast cancer dataset, finding that DT and 

XGBoost achieved the highest accuracy of 97% and an area under the curve (AUC) of 0.999 for XGBoost; in 

[15], they propose a comparative analysis of eight classification models, identifying SVM as the top 

performer with an accuracy of 97.7% after applying five feature selection methods; [16] focuses on 

classifying breast cancer using XGBoost, RF, LR, and KNN, with XGBoost yielding the best results in recall, 

precision, accuracy, and F1-score; finally, [17] develops a breast cancer risk prediction model using various 

features, demonstrating that the RF method achieves the highest accuracy of 99.26%, precision of 99%, and 

AUC of 99%, highlighting the significant impact of multifactorial features on breast cancer risk. 

Based on a review of existing solutions, we observed that integrating machine learning and 

predictive analytics offers promising solutions for addressing chronic diseases [18], [19] and the RF 

algorithm yields superior results. Our contribution lies in proposing a unified model that utilizes the RF 

algorithm and SparkMlib [20], [21] to predict three diseases: heart disease, diabetes, and breast cancer.  

We will test the model on three distinct datasets and evaluate its performance using scientific metrics such as 

ROC curve, accuracy, precision, recall, and F1-score. Additionally, we aim to determine whether medical 

data and context variations impact the results. This paper is structured as follows: section 2 outlines the 

methods and materials used. In section 3 analyzes the experimental results comprehensively. Finally, section 

4 presents the paper’s conclusion. 

 

 

2. METHOD 

Our study utilizes three datasets to build prediction models for heart disease, diabetes, and breast 

cancer, providing detailed information about their structure and the preprocessing steps employed: Cleveland 

heart disease dataset 2016 [22] comprises 13 independent variables and a class label with five values, which 

are amalgamated into a binary classification problem; the Vanderbilt-derived diabetes dataset [23] from a 

study on rural African Americans in Virginia consists of 15 independent variables and a binary class label; 

and the Breast Cancer Coimbra dataset [24] includes 10 quantitative predictors and a binary dependent 

variable, with the potential to serve as biomarkers for breast cancer. Data cleaning [25] involved removing 

irrelevant columns, eliminating duplicate rows, replacing anomalous values, and excluding ID and age 

attributes, while data preprocessing [26], [27] utilized vector assembler to transform features into a vector 

format, ultimately enhancing the quality and insights derived from the datasets for the diagnostic models. 

Table 1 illustrates the features information and description of the heart, diabetes, and breast cancer dataset. 

We incorporate essential concepts relevant to this study, including Apache Spark, Spark MLlib, and 

various machine learning algorithms. Apache Spark [28], [29] is an open-source big data framework 

designed for the rapid processing of large datasets, capable of handling both structured data, like CSV files, 

and unstructured data, such as JSON format [30], [31]. A key feature of Apache Spark is its MLlib API [32], 

which is Spark’s machine learning library that provides a variety of algorithms for classification and 

regression, as well as feature transformations including standardization, normalization, and hashing, along 

with model evaluation and hyperparameter tuning [33]. In our research, we utilized the MLlib API to develop 

the offline model component and to implement and assess the RF classification algorithm, using the binary 

classification evaluator class from the API for evaluating the binary classification models. Additionally,  

the ML package offers a more recent library of machine learning routines that provides an API for 

constructing pipelines with data transformers, estimators, and model selectors [34]. This facilitates the 

seamless integration of multiple data processing and machine learning steps, ensuring consistent application 

of transformations to both training and new data, thereby simplifying the overall model development, testing, 

and deployment process. RF is a widely used machine learning classifier for creating predictive models 

across various research domains [35]-[37], consisting of multiple trees built from randomly selected training 

datasets and subsets of predictor variables, typically yielding higher accuracy than a single DT mode [38], 

and will be extensively utilized in this study. 



Indonesian J Elec Eng & Comp Sci  ISSN: 2502-4752  

 

Prediction of chronic diseases based on ML packages using spark MLlib (Aicha Oussous) 

1123 

Our model is designed to predict the presence or absence of diseases such as diabetes, breast cancer, 

and heart disease based on health metrics, utilizing PySpark, a distributed data processing library for Apache 

Spark, to execute these tasks; the workflow of our study is illustrated in Figure 1. 

- Data loading: the model reads health-related features from a CSV file into a Spark DataFrame. 

- Data preparation: it explores the data structure, prints the schema, and displays the first few rows. 

- Feature vectorization: relevant health features are assembled into a consolidated feature vector for each data 

point. 

- Data splitting: the dataset is partitioned into 80% for training and 20% for testing. 

- Model selection: a RF classifier is chosen due to its robustness in managing imbalanced datasets, where 

one class dominates the other. 

- Training the model: the RF model learns patterns and relationships between input features and the target 

disease classification using the training data. 

- Model evaluation: the trained model is assessed using the testing set, with the area under the ROC curve as 

the evaluation metric [39], [40], recall, accuracy, precision, and F1-score. 

- User input for prediction: a function allows users to input their health features for disease prediction. 

- Prediction output: the program generates a prediction on the likelihood of having the disease based on the 

user-inputted health features. 
 
 

Table 1. Features information and description of heart, diabetes and breast cancer dataset 
Attribute 

heart 

Description heart Attribute 

diabetes 

Description diabetes Attribute 

breast cancer 

Description  

breast cancer 

AGE Age Patient 
number 

Identifies patients by 
number 

Age  

SEX Sex Cholesterol Total cholesterol BMI Body Mass Index 

CPT Type of chest pain Glucose Fasting blood sugar Glucose  
RBP Resting blood pressure HDL HDL or good cholesterol Insulin  

SCH Serum cholesterol Chol/HDL Ratio of total cholesterol 

to good cholesterol. 
Desirable result is < 5 

HOMA The homeostasis model 

assessment (HOMA) 
employs fasting glucose 

and insulin levels in the 

plasma. 

FBS Fasting blood sugar Age All adult African 

Americans 

Leptin A hormone mainly 

produced by adipose cells 

that aids in regulating 
energy balance by 

reducing hunger 

RES Resting 
electrocardiographic 

results 

Gender 162 males, 228 females Adiponectin A protein hormone 
involved in the regulation 

of glucose levels and the 

breakdown of fatty acids 
MHR Maximum heart rate 

achieved 

Height In inches Resistin ChatGPT A hormone 

released by adipocytes, 

known as an adipokine, is 
associated with obesity 

and insulin resistance in 
rodents. 

EIA Exercise-induced angina Weight In pounds (lbs) MCP-1 Monocyte 

chemoattractant protein-1 
strongly attracts 

monocytes and 

macrophages to regions of 
inflammation. 

OPK Old peak = ST depression 

induced by exercise 
relative to rest 

BMI 703 x weight (lbs)/ 

[height(inches]2 

Classification Presence or absence of 

breast cancer disease 

PES Slope of the peak 

exercise ST segment 

Systolic BP The upper number of 

blood pressure 

  

VCA Number of major vessels 

(0–3) colored by 

fluoroscopy 

Diastolic BP The lower number of 

blood pressure 

    

THA Thallium scan Waist Measured in inches   

Classification Presence or absence of 

heart disease 

Hip Measured in inches   

  Waist/hip Ratio is possibly a 

stronger risk factor for 

heart disease than BMI 

  

  Classification Presence or absence of 

heart disease 
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Figure 1. Workflow of the study 

 

 

3. DISCUSSION AND RESULT 

Our visualizations were generated using the Matplotlib and Pandas libraries in Python.  

The initial visualization features bar charts that depict the likelihood of a disease (such as heart, diabetes, and 

breast cancer) being absent or present, based on user-inputted features as illustrated in Figures 2-4.  

The model demonstrates high confidence and accuracy in distinguishing between classes, predicting a 

97.99% probability for the absence of diabetes when it is indeed absent, a 97.62% probability for the 

presence of cancer when it is present, and a 95.69% probability for the presence of heart disease when  

it is present, with low false positive and false negative rates, highlighting its effectiveness in  

medical diagnostics. 

The second visualization involves constructing a ROC curve to evaluate the classification model. 

Using the scikit-learn library, the model calculates the false positive rates (FPR) and true positive rates (TPR) 

to create the ROC curve. The resulting plot illustrates the model’s ability to differentiate between classes, 

with the AUC representing the overall performance for each disease (Diabetes, Heart Disease, and Breast 

Cancer), as depicted in Figures 5-7. Furthermore, key metrics such as recall, precision, accuracy, and  

F1-score are computed and presented in Table 2. 

The ROC curve illustrates the trade-off between the TPR and the FPR across various thresholds of 

the model’s output. TPR indicates the percentage of true positive cases (individuals with the disease) 

correctly identified by the model, while FPR indicates the percentage of true negative cases (individuals 

without the disease) incorrectly classified by the model. A higher TPR and a lower FPR signify a more 

effective model. The AUC of the ROC curve measures the model’s ability to distinguish between positive 

and negative cases. Ranging from 0 to 1, an AUC of 0 indicates complete inaccuracy, while 1 represents 

perfection. A random classifier would have an AUC of 0.5, resulting in a diagonal line on the ROC curve.  

In the provided charts, the machine learning model achieves an AUC of 0.95 for diabetes, 0.86 for breast 

cancer, and 0.86 for heart disease, indicating a good level of accuracy. The model’s ROC curve surpasses the 

diagonal representing the random classifier for each disease. 

This means that the model can achieve a higher TPR than the random classifier at any given FPR. 

However, the model is not perfect, as it still makes some false positive and false negative errors. The optimal 
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point on the ROC curve is where the TPR is highest and the FPR is lowest, which corresponds to the best 

trade-off between sensitivity and specificity of the model. 

 

 

 
 

Figure 2. Probability distribution of diabetes 
 

 

 
 

Figure 3. Probability distribution of breast cancer 
 

 

 
 

Figure 4. Probability distribution of heart 
 

 

 
 

Figure 5. The performance evaluation of diabetes 
 

 

 
 

Figure 6. The performance evaluation of breast cancer 
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Figure 7. The performance evaluation of heart 

 

 

Table 2. Result of metrics for diabetes, breast cancer and heart 
Diseases Accuracy (%) Precision (%) Recall (%) F1-score (%) 

Diabetes 93.98 90.91 71.43 80.00 
Breast Cancer 80.65 76.47 86.67 81.25 

Heart 78.46 71.88 82.14 76.67 

 

 

For diabetes, the model demonstrates excellent overall performance with a high accuracy of 93.98%. 

The high precision (90.91%) indicates that the model’s predictions of diabetes are usually correct. However, 

the lower recall (71.43%) suggests that the model misses about 29% of actual diabetes cases, aligning with 

the probability distribution’s bias towards predicting no diabetes. The F1-score (80.00%) balances precision 

and recall, reflecting good overall performance but highlighting the impact of the lower recall. 

For Breast Cancer, the model shows good overall performance with an accuracy of 80.65%.  

The high recall (86.67%) is particularly important in breast cancer detection, as it suggests the model is 

effective at identifying most cases of cancer, reducing the risk of false negatives. The precision (76.47%) is 

somewhat lower than the recall, indicating that the model has a tendency to overpredict breast cancer, 

resulting in more false positives. The F1-score (81.25%) balanced measure of precision and recall indicates 

good overall performance, aligning well with the accuracy. 

For Heart, the model shows good overall performance with an accuracy of 78.46%. The high recall 

(82.14%) suggests that the model is effective at identifying most cases of heart disease. This is particularly 

important in medical contexts where missing a positive case (false negative) can have serious consequences. 

The precision (71.88%) is lower than the recall, indicating that the model has a tendency to overpredict heart 

disease. This results in more false positives. The AUC of 0.86 indicates that the model has good 

discriminative ability between the two classes. The F1-score: 0.7667 (76.67%) This balanced measure of 

precision and recall indicates good overall performance. 

Each disease exhibits varying degrees of class imbalance in its dataset. For instance, diabetes has a 

severe imbalance, with 97.99% of instances representing the "no diabetes" class, while breast cancer and 

heart disease have less extreme imbalances. This disparity in class representation can significantly impact the 

model’s ability to effectively learn from the minority classes. Moreover, the predictive power of features 

differs across diseases. Diabetes might have more distinctive features, leading to higher accuracy and AUC 

scores. In contrast, heart disease could be more complex, with multiple interacting factors, potentially 

explaining its lower overall performance. Furthermore, each model exhibits varying balances between 

precision and recall. The breast cancer model favors recall, prioritizing the identification of positive cases, 

while the diabetes model favors precision, emphasizing the accuracy of positive predictions. The heart 

disease model strikes a more balanced approach between precision and recall. These differences in 

performance metrics suggest varying sensitivities to classification thresholds across diseases. Additionally, 

differences in the amount of available data for each disease could affect model learning and generalization. 

Diseases with more varied or subtle symptoms, such as heart disease, might be harder to predict accurately 

compared to diseases with clearer risk factors, like certain types of breast cancer or diabetes. Finally,  

the same algorithm might perform differently for each disease due to varying data patterns and the level of 

optimization applied to each model. These factors can collectively influence the overall performance of the 

models. 
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In summary, the differences in model performance across various diseases can be attributed to a 

range of factors, including data characteristics, disease-specific features, model behavior, and various 

biological and medical considerations. Recognizing these factors is essential for enhancing model 

performance and ensuring their appropriate use in clinical environments. 

 

 

4. LIMITATIONS AND FUTURE IMPROVEMENTS 

4.1.  Limitations 

Even though the model demonstrates strong overall performance, it has certain limitations that 

should be considered: a) Class imbalance: the data exhibits a substantial class imbalance, which could be 

influencing the model’s performance and introducing bias. This skewed probability distribution may lead to 

inaccurate predictions, particularly for the minority class, b) Overprediction: 

The model appears to overpredict the presence of heart disease and breast cancer, which could cause 

unnecessary worry or lead to additional testing in clinical settings. This tendency to overestimate the 

likelihood of disease may result in a higher number of false positives. c) Moderate precision: while the model 

achieves a high recall rate, indicating its ability to identify positive cases, the precision could be improved to 

reduce the number of false positives. Increasing precision would enhance the model’s accuracy in predicting 

true positives. d) False negatives: the lower recall rate suggests a higher incidence of false negatives, which is 

particularly concerning in medical diagnostics. False negatives occur when the model fails to identify 

positive cases, potentially leading to missed diagnoses or delayed treatment. e) Potential overfitting: the 

extremely high AUC (0.95) combined with the lower recall rate might indicate some degree of overfitting to 

the majority class. Overfitting happens when a model excels on the training data but struggles to generalize to 

unseen data, resulting in overly confident predictions and poor performance on real-world scenarios. 

 

4.2.  Future improvements 

To address these limitations and enhance the model’s performance and reliability, we recommend 

the following improvements: a) Address class imbalance: employ techniques such as synthetic minority over-

sampling technique (SMOTE), undersampling, or adjusting class weights to balance the dataset and mitigate 

the effects of class imbalance. b) Feature engineering: develop more informative features or utilize advanced 

feature selection techniques to improve the model’s ability to capture relevant patterns in the data.  

c) Threshold adjustment: given the imbalance between precision and recall, adjusting the classification 

threshold might help strike a better balance between these metrics, depending on the specific requirements of 

the application. d) Ensemble methods: implement ensemble techniques, like bagging or boosting, which can 

potentially improve overall performance by combining the strengths of multiple models. e) Deep learning: 

explore the use of neural networks, as they have the potential to capture complex patterns in the data, 

particularly for diseases with intricate relationships between features. f) Regularization: implement stronger 

regularization techniques, such as L1/L2 regularization or dropout, to address overfitting concerns and 

improve the model’s generalization ability. g) Incorporate domain knowledge: collaborate with medical 

specialists to incorporate domain-specific insights and expert knowledge into the model, which can enhance 

its performance and interoperability. h) Explainable AI: implement techniques like SHapley additive ex 

planations (SHAP) or local interpretable model-agnostic explanations (LIME) to make the model’s decisions 

more interpretable and transparent. i) Cost-sensitive learning: adopt cost-sensitive learning approaches to 

penalize false negatives more heavily than false positives, prioritizing the identification of positive cases in 

medical diagnostics. j) Data collection: collect more diverse and representative data to help balance the 

dataset naturally and improve the model’s ability to generalize to real-world scenarios. By implementing 

these improvements, the model’s performance and reliability can be enhanced, leading to more accurate and 

trustworthy predictions in clinical settings. 

 

 

5. CONCLUSION 

Our study successfully analyzed data related to heart disease, diabetes, and breast cancer using 

machine learning techniques such as RF, Pandas, and PySpark. The study found that the model performs best 

for diabetes prediction (93.98% accuracy, 90.91% precision, and 71.43% recall) and shows balanced 

performance for breast cancer (86.67% recall) and heart disease (82.14% recall). The model has an AUC of 

at least 0.80 for all diseases, indicating good performance. 

The study suggests that the model could serve as a preliminary screening tool, risk assessment tool, 

and decision support system in healthcare settings. It also highlights the importance of balancing different 

performance metrics in medical AI and demonstrates the feasibility of developing multi-disease prediction 

models with good performance. 
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However, the study emphasizes the need for careful evaluation and implementation, including 

extensive clinical validation, ethical considerations, and clear guidelines on integration into clinical practice. 

Future research should focus on expanding the model to cover more diseases and conditions, investigating its 

performance on diverse populations, integrating it with electronic health records, and exploring interpretable 

AI techniques. The study provides a benchmark for future studies in multi-disease prediction models and 

highlights the potential for earlier disease detection and improved health outcomes. 
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