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 This research paper nominates a novel repetitive new switching-based 

median filtering approach (R-NSBMF) for outlier deportation on computer 

numerical pictures that are surpassingly subverted by constant amplitude 

impulsive outlier (CAIO) or Salt & Pepper noise. This approach 

reestablishes the outlier numerical pictorial feature (which has the minimum 

amplitude or the maximum amplitude) by the median filter of the finite 

impulse response (FIR) linear predictor of all the non-outlier numerical 

pictorial feature in the calculating numerical pictorial division under the 

repetitive groundwork. The proposed R-NSBMF approach is investigated on 

numerous computer numerical pictures (Girl, Lena, Pepper and F16) on 

spacious outlier percentage and the proposed R-NSBMF approach exposes 

admirable outlier-deportation numerical pictures than the mean filter (mf), 

standard median filter (SMF), adaptive median filter (AMF), weight median 

filter (WMF) and original NSBMF and it professes admirable peak signal-to-

noise ratio (PSNR) and pictorial quality. 
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1. INTRODUCTION 

In the commonality of digital image processing and computer vision [1], there are numerous 

unfinished employments on computer numerical pictures [2]−[4] during the last three decades thence one of 

the paramount processes for unfinished computer vision employments [5] like numerous-pictures SR [6], [7], 

single-picture SR [8], and face verifying [9], is the outlier deportation accession because the achievement of 

unfinished digital image processing accessions [5]−[9] spontaneously deteriorates when these accessions 

implement on outlier occurrence. Under the occurrence, the outlier deportation accession is one of the 

paramount processes for unfinished computer vision employments thus these are numerous discoveries for 

progressing outlier deportation accessions, which are naturally made of an outlier uncovering accession and 

of an outlier deportation accession. Since 1975, the pioneer standard median filter (SMF) [10] has 

antecedently raised for deporting constant amplitude impulsive outlier (CAIO) and, later, has been spread to 

be one of the terrific admirable outlier deportation accession. For deporting CAIO on color pictures, the 

vector median filter (VMF) [11], which has spread from the pioneer median filter, has been raised to be one 

of the terrific admirable outlier deportation accession for color pictures. Subsequently, an adaptive median 

filter (AMF) [12], which has spread from the SMF with an enriching growth window, was raised for 

deporting CAIO in 1994 and, thereafter, has spread to be one of the terrific admirable outlier deportation 
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accession for monochrome pictures with the terrific pictorial quality. In 2017, the outlier deportation 

accession [13] stabilized on both a magnitude reservation cast deportation and a swarm maximization for 

color pictures was raised. Abruptly, automatic adjustment supporting investigation accession [14] stabilized 

on both a SVM regulation for MRI brain pictures was raised in 2017. Latterly, the outlier deportation 

accession [15] stabilized on outlier magnitude approximation in provincial window stochastic was raised for 

computer numerical pictures in 2018. In 2018, the outlier deportation accession [16] stabilized on an 

exquisite filtering accession was afterward raised for color pictures. Following, the different outlier 

deportation accession [17] stabilized on the composite of the Wiener filtering and Gaussian filtering was 

mathematically resolved the attainment by fluttering filter kernel condition in 2019. For implementing on 

medical MMG pictures, the outlier deportation accession [18] stabilized on the filtering accession was 

mathematically resolved in 2019. The numerous outlier deportation accessions stabilized on distinct 

techniques are mathematically overviewed on each profitable indicator by Charmouti et al. [19] in 2019.  

In 2020, another outlier deportation accession stabilized on a dismembered wavelet transform [20], which is 

spread from Haar wavelet transform as subdivision order by a LP filtering creation with the delay accession, 

was raised. For implementing on underwater outlier sounds, the outlier deportation accession stabilized on 

DWT [21] with numerous outliers uncovering accessions was raised in 2020. In this research paper, we 

review the outlier problem in the digital image processing and numerous classic and stage-of-art of outlier 

deportation accessions in general perspective during the last decades in the section 1. Later, section 2 

expresses the numerous researches on contemporary outlier deportation accession in an impulsive outlier 

perspective during the last decade. As a result, the proposed outlier deportation accession based on R-

NSBMF is expressed in section 3. In order to verify the performance of proposed outlier deportation 

accession, section 4 expresses the comparative simulation experiments obtained by using the proposed outlier 

deportation accessions based on R-NSBMF in contrast with the mean filter (MF), SMF, AMF, weight median 

filter (WMF) and original NSBMF. From these simulation experiment, the final Section expresses the 

conclusion and the future research. 

 

 

2. THE CONCEPT OF CONTEMPORARY OUTLIER DEPORTATION ACCESSION 

In 2017, the outlier deportation accessions stabilized on an in-cross statistical technique [22] was 

raised for deporting an impulsive outlier. The primary contribution of this research [22] is desired for color 

pictures under CAIO however this research is simulated only on one color picture (Lena) at only one outlier 

density. For implementing on burdensome outlier percentage of CAIO in 2017, another outlier deportation 

accessions, so called adaptive decision based inverse distance weighted interpolation (DBIDWI) accession 

[23], [24], which was raised by Kishorebabu et al. [23], was mathematically resolved its admirable profitable 

indicator [24] on spacious outlier percentages of CAIO in 2019. The primary contribution of this research 

[23], [24] is desired for gray pictures under CAIO at only high density-outlier however this research is not 

desired for spacious-density outlier, especially for low-density outlier. Abruptly, in 2019, numerous outlier 

deportation accessions [25] stabilized on ROAD, ROLD and RORD are mathematically resolved its 

admirable profitable indicator on spacious outlier percentages of CAIO. The primary contribution of this 

research [25] is the comparative statistical distribution of these three noise detections (ROAD, ROLD and 

RORD) for only outlier uncovering on gray pictures under CAIO however this research does not present 

overall outlier deportation accessions. Later, the outlier deportation accessions [26] stabilized on triple 

threshold statistical detection (TTSD) technique was raised for random amplitude impulsive outlier (RAIO) 

in 2018. The primary contribution of this research [26] is desired for gray pictures under RAIO at only high 

density-outlier (up to 80%) however this research is not desired for spacious-density outlier, especially for 

low-density outlier. In 2021, the outlier deportation accession [27] stabilized on sparsity weighted encoding 

and self-similarity priors regularization for implementing on the combination of Gaussian outlier and 

impulsive outlier. The primary contribution of this research [27] is desired for gray pictures under CAIO at 

the combination of Gaussian outlier and impulsive outlier however this research is compared with only one 

previous accession (A weighted encoding with sparse nonlocal regularization (WESNR), which is proposed 

in 2014). In 2021, the outlier deportation accessions [28] stabilized on adaptive median based non-local low 

rank approximation (AMNLRA) approach was raised for deporting an impulsive outlier. The primary 

contribution of this research [28] is desired for gray pictures under Gaussian noise and salt-and-pepper noise 

at low density-outlier (at 30%, 40% and 50%) however this research is not implemented on spacious-density 

outlier, especially high-density outlier. In 2022, the outlier deportation accessions stabilized [29] on bat 

algorithm (BA) and genetic algorithm (GA) for deporting an impulsive outlier. The primary contribution of 

this research [29] is desired for medical pictures (CT and MRI images) under Gaussian noise and salt-and-

pepper noise at low density-outlier (up to 50%) however this research is not desired for spacious-density 

outlier, especially high-density outlier. For implementing on grayscale pictures and medical pictures with 
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CAIO, the outlier deportation accessions [30] stabilized on linear regression and a mean filter technique was 

raised for CAIO in 2022. The primary contribution of this research [30] is desired from grayscale and 

medical images under CAIO at large data set (TESTIMAGES) however this research has a low performance 

for high density-outlier. In 2023, the outlier deportation accessions [31] stabilized on AMF approach and 

hybrid conjugate gradient approach was raised for deporting an impulsive outlier. The primary contribution 

of this research [31] is desired for gray pictures under CAIO at only high density-outlier (up to 80%) 

however this research is not desired for spacious-density outlier, especially low-density outlier. Next, the 

outlier deportation accessions [32] stabilized on the Hessian cost function with the conjugate coefficient 

optimization in 2023. This accession was mathematically resolved its admirable profitable indicator on 

numerical pictures with few outlier percentages of CAIO. The primary contribution of this research [32] is 

desired for gray pictures under CAIO however this research is simulated only high density-outlier (at 50%, 

70% and 90%). Latterly, the outlier deportation accessions stabilized on new switching-based median 

filtering scheme [33], which is stabilized on from the median filter of the finite impulse response (FIR) linear 

predictor, was first raised by Jayaraj and Ebenezer [33] for only high outlier percentages of CAIO and, later, 

mathematically resolved its admirable profitable indicator on four pictures with spacious outlier percentages 

of CAIO [34]. The primary contribution of this research [33], [34] is desired for gray pictures under CAIO 

however this research has a low performance for high density-outlier. As a result, some outlier deportation 

accession has an admirable performance on only high or only low outlier percentage but there is no outlier 

deportation accession with admirable performance on spacious outlier percentage. While earlier studies in the 

NSBMF approach have explored the impact of outlier/non-outlier neighboring elements (or outlier 

percentage), they have not explicitly addressed its influence on outlier/non-outlier neighboring elements. 

 

 

3. THE CONCEPT OF NOVEL REPETITIVE NEW SWITCHING-BASED MEDIAN FILTERING 

APRROACH  

The main contribution of this paper is to propose the novel outlier deportation accessions for CAIO 

or Salt & Pepper noise, which is expressed in the following subdivision. Moreover, the next contribution of 

this paper is to propose the simulation experiments, which are investigated on numerous computer numerical 

pictures, in contrast with the MF, SMF, AMF, WMF and original NSBMF, which is expressed in the next 

subdivision. The main concept of linear prediction (LP) is to determine the estimated data 𝑦(𝑛 + 1), which is 

stabilized on linear composition (FIR linear predictor) of the previous p data from 𝑦(𝑛) to 𝑦(𝑛 − 𝑝 + 1): 
 

�̂�(𝑛 + 1) = ∑ ℎ(𝑘)𝑦(𝑛 − 𝑘)𝑃−1
𝑘=0   (1) 

 

where ℎ(𝑘) are the coefficients of the LP filter. 
Assume that the computer numerical pictures can be formulated as the auto regressive moving 

average (ARMA) accession with a acknowledged system function 𝑝(𝑧) = 𝜎0
2𝑄(𝑧)𝑄∗ (

1

𝑧
) such that where 

𝑄(𝑧) is the minimum phase characteristic and 𝜎0
2 is the variance of the white outlier model. For the causal 

infinite impulse response (IIR) filter is given by 𝐻(𝑧) = 𝑧 (
1−1

𝑄(𝑧)
), the computer pictorial element �̂�(𝑛 + 1) 

can be mathematical determined as: 

 

�̂�(𝑛 + 1) = ∑ 𝑎𝑘�̂�(𝑛 − 𝑘)𝑁−1
𝑘=0 + ∑ 𝑏𝑘𝑦(𝑛 − 𝑘)𝑁−1

𝑘=0  (2) 

 

the mathematical determination of the proposed outlier deportation accession stabilized on from the median 

filter of the finite impulse can be presented as following in Figure 1: 

Sub-accession 1. An determination window (WNN) is picked to be 3×3. 

Sub-accession 2. If the picked computer pictorial element Y(i,j) is within the minimum magnitude and 

maximum magnitude [0 255] then this computer pictorial element is uncovered as a non-outlier element. 

Sub-accession 3. If all computer pictorial elements of 2D-configulation (WNN) are uncovered as outlier 

elements where Y(i,j) is the center location then process Sub-Accession 11. The picked computer pictorial 

element Y(i,j) is within the minimum magnitude and maximum magnitude [0 255] then this computer 

pictorial element is uncovered as a non-outlier element. 

Sub-accession 4. In different circumstances, this element Y(i,j) is uncovered as an outlier element and 

deported by the determined non-outlier magnitude using the ARMA. 

Sub-accession 5. Convert all computer pictorial elements of 2D-configulation WNN to be a 1D-configulation YA.. 

Sub-accession 6. Sort every element of a 1D-configulation YA from minimum magnitude to maximum 

magnitude. 
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Sub-accession 7. For each computer pictorial elements y(n)=255, the one step finite impulse response linear 

predictor (FRL-FIRLP) is determined from left to right and determined x(n) by (3)-(6). 

 

 

 
 

Figure 1. The corresponding flow diagram of the novel R-NSBMF approach 
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𝑅𝑦𝑦(1) = 𝑦(𝑛 − 1) ⋅ 𝑦(𝑛 − 2)  (3) 

 

𝑅𝑦𝑦(0) = 𝑦(𝑛 − 1) ⋅ 𝑦(𝑛 − 1)  (4) 

 

𝑦(𝑛) = 𝛼 ⋅ 𝑦(𝑛 − 1)  for 0 < 𝛼 < 1,where 𝛼 = [
𝑅𝑦𝑦(1)

𝑅𝑦𝑦(0)
] (5) 

 

𝑦(𝑛) = 𝑦(𝑛 − 1)  for 𝛼 = 0 (6) 

 

Sub-accession 8. For each computer pictorial element y(n)=0, the FRL-FIRLP is determined from right to left 

and determined y(n) by: 

 

𝑅𝑦𝑦(1) = 𝑦(𝑛 + 1) ⋅ 𝑦(𝑛 + 2)  (7) 

 

𝑅𝑦𝑦(0) = 𝑦(𝑛 + 1) ⋅ 𝑦(𝑛 + 1)  (8) 

 

𝑦(𝑛) = 𝛼 ⋅ 𝑦(𝑛 + 1)  for 0 < 𝛼 < 1,where 𝛼 = [
𝑅𝑦𝑦(1)

𝑅𝑦𝑦(0)
] (9) 

 

𝑦(𝑛) = 𝑦(𝑛 + 1)  for 𝛼 > 1 (10) 

 

Sub-accession 9. The new vector is ZA is determined by sorting from the determined vector YA, which is 

determined by the FRL-FIRLP model. 

Sub-accession 10. The deportation computer pictorial element �̂�(𝑛) is determined by the median of the sorted 

vector is ZA. 

Sub-accession 11. Sub-Accession 1 to Sub-Accession 3 are repeated for all computer pictorial elements.  

 

 

4. THE SIMULATION EXPERIMENT  

In this subdivision of simulation experiments, the computational application is the MATLAB, which 

is stabilized and accomplished on numerical office-computers at mechanical particularizations: primary 

operating chip i7-6700HQ with primary storage 16 GB RAM. Distinct office-computers are simulationally 

operated on numerical pictures, which are constructed of Girl, Lena, Pepper and F16, and all numerical 

pictures are fabricated by adding the CAIO at spacious outlier percentages (5%-90%). For outlier distinct 

ubiquitous spacious of outlier percentages, experiment repercussion of functioning in PSNR of the R-

NSBMF approach on numerical pictures: Girl, Lena, Pepper and F16 are simulationally operated in Tables 1-4, 

subsequently. For revealing the outlier functioning, the proposed outlier deportation accession stabilized on 

R-NSBMF approach are simulationally operated in contradicting with numerical other outlier deportation 

accessions: 33-SMF [10], 33-MF [1], AMF [12], 33- weight median filter (WMF) [1], 55-WMF [1] and 

NSBMF approach [33], [34]. 

As experiment repercussions on Girl picture in Table 1, the functioning of the outlier deportation 

accessions of R-NSBMF has an admirable signal-to-noise-ratio (in Decibel) in above contradicting with 33-

MF, 33-SMF, AMF, 33-WMF, 55-WMF and NSBMF functioning of roughly 21.6015±0.7134 dB, 

16.2454±4.9815 dB, 8.4869±3.6881 dB, 15.0306±5.9837 dB, 9.9382±6.1273 dB, 9.1071±6.8111 dB, 

subsequently. As experiment repercussions on Lena picture in Table 2, the functioning of the outlier 

deportation accessions of R-NSBMF has an admirable signal-to-noise-ratio (in Decibel) in above 

contradicting with 33-MF, 33-SMF, AMF, 33-WMF, 55-WMF and NSBMF functioning of roughly 

18.0808±1.4814 dB, 13.7265±3.8566 dB, 7.8938±2.6605 dB, 13.0872±4.1864 dB, 9.0731±4.4540 dB, 

4.4547±5.3889 dB, subsequently. As experiment repercussions on Pepper picture in Table 3, the functioning 

of the outlier deportation accessions of R-NSBMF has an admirable signal-to-noise-ratio (in Decibel) in 

above contradicting with 33-MF, 33-SMF, AMF, 33-WMF, 55-WMF and NSBMF functioning of 

roughly 17.9388±1.6415 dB, 13.6807±3.5884 dB, 7.5873±2.6716 dB, 12.8006±4.1037 dB, 8.9452±4.2582 

dB, 4.2953±5.1814 dB, subsequently. As experiment repercussions on F16 picture in Table 4, the functioning 

of the outlier deportation accessions of R-NSBMF has an admirable signal-to-noise-ratio (in Decibel) in 

above contradicting with 33-MF, 33-SMF, AMF, 33-WMF, 55-WMF and NSBMF functioning of 

roughly 18.6021±1.2259 dB, 14.0848±3.9633 dB, 7.8410±2.9779 dB, 9.8274±3.2653 dB, 7.8767±2.9856 dB, 

4.5751±5.4741 dB, subsequently. For outlier distinct ubiquitous spacious of outlier percentages, experiment 

repercussion of functioning in SSIM of the R-NSBMF approach on numerical pictures: Girl, Lena, Pepper 

and F16 are simulationally operated in Tables 5-8, subsequently. For revealing the outlier functioning, the 
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proposed outlier deportation accession stabilized on R-NSBMF approach are simulationally operated in 

contradicting with numerical other outlier deportation accessions: 33-SMF, 33-MF, AMF, 33-WMF, 

55-WMF and NSBMF approach. As experiment repercussions on Girl picture in Table 5, the functioning of 

the outlier deportation accessions of R-NSBMF has an admirable SSIM in above contradicting with 33-MF, 

33-SMF, AMF, 33-WMF, 55-WMF and NSBMF functioning of roughly 0.6664±0.1521 dB, 

0.7849±0.0669 dB, 0.2327±0.1896 dB, 0.4872±0.3160 dB, 0.2796±0.2782 dB, 0.2772±0.2915 dB, 

subsequently. 

 

 

Table 1. The experiment repercussion of functioning of the R-NSBMF in PSNR (Girl) 
   PSNR (dB) 

Experimental 
picture 

Outlier 

percentage 

(%) 

Outliered 
picture 

   Outlier deportation accessions 

3x3 MF 

(mean 

filter) 

3x3 SMF  

(median 

filter) 

AMF  
 

33 

WMF 

55 

WMF 
NSBMF R-NSBMF 

Girl 

(256256) 

D=5 16.4490 20.0454 32.4867 37.5518 35.9690 36.3119 40.5367 40.4905 

D=10 13.6890 17.2530 31.5583 36.8900 34.0977 34.1081 38.9342 38.9017 

D=15 11.9287 15.3515 27.6179 34.8060 31.1067 32.7037 37.2431 37.1356 

D=20 10.6567 13.9593 25.5153 32.0377 28.0604 31.3171 33.9590 35.9738 

D=25 9.5498 12.7248 22.9614 29.6044 24.8722 30.8000 32.2765 34.9497 

D=30 8.8677 11.9599 20.7738 27.6911 22.2937 29.7153 30.7784 34.2409 

D=35 8.0984 11.0501 18.4410 24.9701 19.3002 28.6972 28.0345 33.0135 

D=40 7.5798 10.4543 16.5146 23.3733 17.0943 27.6109 25.7346 32.6008 

D=45 7.0728 9.8471 14.8145 21.8116 15.2681 25.5460 23.8902 32.2653 

D=50 6.5712 9.2367 13.0319 20.1711 13.3881 23.4389 20.9953 31.2744 

D=55 6.2085 8.7895 11.8226 19.2184 12.1602 20.8704 19.6609 30.7265 

D=60 5.8609 8.3590 10.4981 18.4518 10.9121 17.8824 17.2885 30.2195 

D=65 5.4832 7.8712 9.1396 17.2740 9.6478 15.1961 15.4827 29.6338 

D=70 5.1311 7.4271 8.0463 16.7334 8.5653 12.7541 13.5364 29.0393 

D=75 4.8712 7.0814 7.1994 16.2921 7.7377 10.9117 12.0920 28.3270 

D=80 4.5674 6.6881 6.2520 16.2795 6.8373 9.0411 10.1641 27.8348 

D=85 4.3054 6.3340 5.4218 16.5924 6.0352 7.4206 8.2711 26.8128 

D=90 4.0573 5.9986 4.7465 16.7463 5.3617 6.0460 6.8258 25.8186 

 

 

Table 2. The experiment repercussion of functioning of the R-NSBMF in PSNR (Lena) 
   PSNR (dB) 

Experimental 

picture 

Outlier 

percentage 
(%) 

Outliered 

picture 

   Outlier deportation accessions 

33 MF 

(mean 

filter) 

33 SMF  

(median filter) 

AMF  

 
33 

WMF 

55 

WMF 
NSBMF R-NSBMF 

Lena 

(256256) 

D=5 18.7139 22.4181 31.6421 36.0907 35.1721 34.5535 43.3767 43.3767 

D=10 15.6564 19.3812 30.7076 35.3032 32.4698 32.2808 39.4824 39.4824 

D=15 13.8274 17.5385 29.2982 33.7454 30.2208 31.1339 37.1963 37.1963 

D=20 12.6389 16.3208 27.6257 32.1558 28.3548 30.3752 35.5897 35.5897 

D=25 11.6783 15.3526 25.4101 29.8105 25.8645 29.5861 34.1799 34.2972 

D=30 10.8971 14.5829 23.6811 27.9141 23.9839 28.8233 33.3666 33.5017 

D=35 10.2240 13.8785 20.8127 25.6654 21.1014 28.1014 32.1569 32.2703 

D=40 9.6481 13.2479 19.0080 23.7903 19.1825 27.2510 30.9519 31.6218 

D=45 9.0745 12.6598 16.8389 21.5949 16.9429 25.6878 29.8758 30.8787 

D=50 8.6553 12.2146 15.4758 20.5725 15.5050 23.7318 28.3305 30.3551 

D=55 8.2118 11.7609 13.8573 19.4896 13.9115 21.4153 26.5398 29.7866 

D=60 7.7813 11.2939 12.3280 18.1747 12.5485 18.6948 23.8235 28.9900 

D=65 7.4884 11.0012 11.3251 17.7283 11.5932 16.7976 21.1663 28.4283 

D=70 7.1697 10.6509 10.2861 17.1153 10.6427 14.7470 19.0147 27.7841 

D=75 6.8497 10.2599 9.1271 16.5388 9.5848 12.3932 16.3975 27.0012 

D=80 6.5846 10.0057 8.3331 16.4554 8.8622 10.8970 14.0686 26.3088 

D=85 6.3241 9.7338 7.5344 16.4230 8.1548 9.3376 11.8418 25.7675 

D=90 6.0604 9.4356 6.8241 16.5352 7.5261 8.0678 9.6484 24.5552 

 

 



Indonesian J Elec Eng & Comp Sci  ISSN: 2502-4752  

 

Deportation of constant amplitude impulsive outlier (CAIO) through novel … (Vorapoj Patanavijit) 

795 

Table 3. The experiment repercussion of functioning of the R-NSBMF in PSNR (Pepper) 
   PSNR (dB) 

Experimental 

picture 

Outlier 
percentage 

(%) 

Outliered 

picture 

   Outlier deportation accessions 

33 MF 

(mean 
filter) 

33 

SMF  

(median 

filter) 

AMF  

 
33 

WMF 

55 

WMF 
NSBMF R-NSBMF 

Pepper 

(256256) 

D=5 18.4752 22.1408 32.2578 37.1145 35.0049 33.6748 43.3656 43.3656 

D=10 15.3798 19.0677 30.6116 36.0391 32.6811 31.8203 39.3957 39.3957 

D=15 13.5570 17.2234 28.8470 33.6095 30.4266 30.7565 36.9922 36.9922 

D=20 12.3593 15.9804 26.5888 31.6485 28.3098 29.8638 34.8186 34.8186 

D=25 11.3929 14.9986 24.2073 29.4205 25.2232 28.9233 33.6034 33.6747 

D=30 10.6242 14.1748 22.0663 26.7650 23.0148 28.4090 32.8543 32.9228 

D=35 9.9742 13.5209 20.3774 25.5249 21.0650 27.8691 31.5910 31.9301 

D=40 9.3998 12.9076 18.4321 23.4995 18.8546 26.9506 30.8539 31.1997 

D=45 8.8599 12.3275 16.6168 21.7177 16.9821 25.0508 29.4292 30.2782 

D=50 8.3843 11.8117 14.8506 20.2203 15.0906 23.3417 27.8805 29.9773 

D=55 7.9930 11.3720 13.4655 19.0894 13.7177 21.2505 25.9102 29.2980 

D=60 7.6189 10.9563 12.0128 18.1116 12.3715 18.5046 23.3946 28.4030 

D=65 7.2684 10.5758 10.8920 17.3657 11.2881 16.2700 21.0225 27.9090 

D=70 6.9246 10.2039 9.7704 16.5923 10.2656 14.0814 18.5155 27.1854 

D=75 6.6418 9.8955 8.8751 16.2338 9.4361 12.5170 16.2277 26.5085 

D=80 6.3710 9.5853 8.0166 16.0896 8.6043 10.6953 13.8081 25.6540 

D=85 6.1097 9.2949 7.2402 16.0498 7.8970 9.0864 11.5906 24.7030 

D=90 5.8582 9.0214 6.5767 16.2932 7.3127 7.8774 9.3874 23.7409 

 

 

Table 4. The experiment repercussion of functioning of the R-NSBMF in PSNR (F16) 
   PSNR (dB) 

Experimental 
picture 

Outlier 

percentage 

(%) 

Outliered 
picture 

   Outlier deportation accessions 

33 MF 

(mean 
filter) 

33 

SMF  

(median 

filter) 

AMF  
 

33 

WMF 

55 

WMF 
NSBMF R-NSBMF 

F16 

(256256) 

D=5 17.9498 21.5802 31.4106 36.6062 35.0562 33.9410 43.4116 43.4116 

D=10 14.8320 18.4426 29.6532 34.6310 32.8038 32.0086 37.7960 37.7960 

D=15 13.1197 16.6870 28.3176 33.5561 31.4609 30.6870 36.2753 36.2753 

D=20 11.8045 15.3181 26.4356 31.3844 29.6277 29.7829 34.6905 34.6905 

D=25 10.9272 14.3866 24.4147 29.5029 27.6540 29.0736 33.5909 33.5909 

D=30 10.0510 13.4526 21.8862 27.1347 25.5386 27.8733 32.2724 32.4947 

D=35 9.4325 12.7646 19.6835 25.0118 23.7815 27.0371 31.4697 31.8633 

D=40 8.8735 12.1397 17.6412 23.0147 22.1737 25.9942 30.0454 30.7706 

D=45 8.3344 11.5224 15.8686 21.2768 20.2179 24.7055 29.3263 30.4606 

D=50 7.8600 11.0091 14.2697 19.6201 19.0001 23.3418 27.5389 29.7043 

D=55 7.4696 10.5769 12.8823 18.6408 17.4576 21.3622 25.4928 29.0693 

D=60 7.0920 10.1202 11.5290 17.6586 16.2979 19.7167 23.2711 28.2709 

D=65 6.7276 9.7008 10.4080 16.9400 15.1766 18.0660 20.7034 27.9558 

D=70 6.4128 9.3238 9.3042 16.2514 14.2170 16.5416 18.2121 27.4542 

D=75 6.1274 9.0020 8.3797 15.9223 13.3259 15.1864 15.8585 26.7143 

D=80 5.8647 8.6893 7.5835 15.7428 12.3822 13.8615 13.5849 26.0167 

D=85 5.5768 8.3346 6.7043 15.8098 11.7633 12.9123 11.0516 25.2379 

D=90 5.3335 8.0381 6.0278 16.0834 11.0983 12.0537 8.9823 24.1494 

 

 

As experiment repercussions on Lena picture in Table 6, the functioning of the outlier deportation 

accessions of R-NSBMF has an admirable SSIM in above contradicting with 33-MF, 33-SMF, AMF, 33-

WMF, 55-WMF and NSBMF functioning of roughly 0.3847±0.2871 dB, 0.7031±0.0922 dB, 

0.2477±0.1878 dB, 0.4863±0.2851 dB, 0.3095±0.2610 dB, 0.1835±0.2500 dB, subsequently. As experiment 

repercussions on Pepper picture in Table 7, the functioning of the outlier deportation accessions of R-

NSBMF has an admirable SSIM in above contradicting with 33-MF, 33-SMF, AMF, 33-WMF, 55-

WMF and NSBMF functioning of roughly 0.3870±0.2901 dB, 0.7084±0.0961 dB, 0.2355±0.1878 dB, 

0.4817±0.2936 dB, 0.3060±0.2643 dB, 0.1837±0.2513 dB, subsequently. As experiment repercussions on 

F16 picture in Table 8, the functioning of the outlier deportation accessions of R-NSBMF has an admirable 
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SSIM in above contradicting with 33-MF, 33-SMF, AMF, 33-WMF, 55-WMF and NSBMF functioning 

of roughly 0.4265±0.3048 dB, 0.7468±0.0829 dB, 0.2812±0.2193 dB, 0.4989±0.3112 dB, 0.3146±0.2822 

dB, 0.1976±0.2711 dB, subsequently. 

 

 
Table 5. The experiment repercussion of functioning of the R-NSBMF in SSIM (Girl) 

   SSIM 

Experimental 
picture 

Outlier 

percentage 

(%) 

Outliered 
picture 

   Outlier deportation accessions 

33 MF 

(mean 

filter) 

33 SMF  

(median 

filter) 

AMF  
 

33 

WMF 

55 

WMF 
NSBMF R-NSBMF 

Girl 

(256256) 

D=5 0.3479 0.4186 0.6675 0.9898 0.9592 0.9665 0.9825 0.9827 

D=10 0.2187 0.2766 0.5522 0.9886 0.9414 0.9445 0.9763 0.9764 

D=15 0.1642 0.2120 0.4897 0.9831 0.9054 0.9306 0.9697 0.9698 

D=20 0.1282 0.1685 0.4456 0.9705 0.8683 0.9122 0.9535 0.9615 

D=25 0.1062 0.1417 0.3972 0.9454 0.8054 0.8970 0.9388 0.9524 

D=30 0.0914 0.1227 0.3478 0.9014 0.7330 0.8808 0.9239 0.9448 

D=35 0.0789 0.1070 0.3019 0.8536 0.6146 0.8618 0.8952 0.9340 

D=40 0.0659 0.0903 0.2465 0.7769 0.4883 0.8361 0.8441 0.9253 

D=45 0.0581 0.0800 0.1854 0.6884 0.3647 0.7986 0.7940 0.9146 

D=50 0.0526 0.0730 0.1441 0.6205 0.2524 0.7442 0.6989 0.9032 

D=55 0.0464 0.0651 0.1075 0.5512 0.1720 0.6940 0.6331 0.8931 

D=60 0.0396 0.0562 0.0799 0.4878 0.1120 0.5750 0.5130 0.8817 

D=65 0.0362 0.0515 0.0605 0.4336 0.0702 0.4340 0.3960 0.8676 

D=70 0.0314 0.0452 0.0447 0.3945 0.0443 0.2909 0.2840 0.8527 

D=75 0.0279 0.0404 0.0366 0.3714 0.0297 0.1963 0.1990 0.8379 

D=80 0.0234 0.0342 0.0262 0.3671 0.0173 0.0981 0.1042 0.8190 

D=85 0.0208 0.0305 0.0219 0.3598 0.0119 0.0520 0.0467 0.7913 

D=90 0.0182 0.0270 0.0178 0.3789 0.0094 0.0240 0.0259 0.7605 

 

 

Table 6. The experiment repercussion of functioning of the R-NSBMF in SSIM (Lena) 
   SSIM 

Experimental 

picture 

Outlier 

percentage 
(%) 

Outliered 

picture 

33 MF 

(mean 

filter) 

33 SMF 

(median 

filter) 

 Outlier deportation accessions 

AMF 

 
33 

WMF 

55 

WMF 
NSBMF R-NSBMF 

Lena 

(256256) 

D=5 0.5060 0.5804 0.9783 0.9785 0.9550 0.9566 0.9938 0.9938 

D=10 0.3594 0.4295 0.9749 0.9762 0.9220 0.9281 0.9858 0.9858 

D=15 0.2768 0.3402 0.9663 0.9698 0.8734 0.9076 0.9763 0.9763 

D=20 0.2249 0.2818 0.9509 0.9546 0.8354 0.8848 0.9670 0.9670 

D=25 0.1900 0.2409 0.9039 0.9260 0.7801 0.8659 0.9570 0.9570 

D=30 0.1652 0.2124 0.8307 0.8752 0.7019 0.8497 0.9460 0.9469 

D=35 0.1431 0.1855 0.7333 0.8161 0.5662 0.8228 0.9307 0.9321 

D=40 0.1219 0.1598 0.6140 0.7319 0.4555 0.7945 0.9145 0.9217 

D=45 0.1063 0.1409 0.4893 0.6518 0.3266 0.7517 0.8935 0.9083 

D=50 0.0941 0.1254 0.3853 0.5728 0.2357 0.6948 0.8632 0.8971 

D=55 0.0787 0.1062 0.2987 0.5015 0.1600 0.5964 0.8057 0.8821 

D=60 0.0707 0.0960 0.2348 0.4454 0.1027 0.4735 0.7078 0.8610 

D=65 0.0590 0.0808 0.1823 0.3953 0.0771 0.3366 0.5845 0.8451 

D=70 0.0490 0.0682 0.1374 0.3558 0.0539 0.2246 0.4452 0.8222 

D=75 0.0466 0.0644 0.1102 0.3323 0.0385 0.1162 0.2992 0.7980 

D=80 0.0342 0.0484 0.0769 0.3163 0.0247 0.0624 0.1769 0.7702 

D=85 0.0323 0.0455 0.0614 0.3127 0.0220 0.0400 0.0989 0.7391 

D=90 0.0246 0.0354 0.0431 0.3256 0.0120 0.0205 0.0473 0.6932 

 

 

The proposed approach (R-NSBMF) may benefit from the non-outlier neighboring elements without 

adversely impacting the impact of the outlier neighboring elements because if all neighboring elements are 

outlier then the computed pictorial element is not denoised until some neighboring elements are non-outlier. 

Furthermore, the fragmentary of the experiment repercussions of the Pepper picture, in contradicting with 

numerical other outlier deportation accessions: 3x3-SMF, 3×3-MF, AMF, 3×3-WMF, 5x5-WMF, and 
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NSBMF approach, is exposed in Figures 2-5 for 30%, 50%, 70%, and 90% outlier percentages, subsequently. 

(The below picture on each experiment result of each sub-picture is the absolute subtraction between it’s 

correspond upper picture to the original picture. The subtraction is multiplied by 5). 

 

 

Table 7. The experiment repercussion of functioning of the R-NSBMF in SSIM (Pepper) 
   SSIM 

Experimental 

picture 

Outlier 

percentage 
(%) 

Outliered 

picture 

   Outlier deportation accessions 

3×3 MF 

(mean 
filter) 

3×3 SMF  

(median 
filter) 

AMF  

 
33 

WMF 

55 

WMF 
NSBMF R-NSBMF 

Pepper 

(256×256) 

D=5 0.5067 0.5831 0.9801 0.9948 0.9582 0.9554 0.9946 0.9946 

D=10 0.3636 0.4367 0.9737 0.9936 0.9334 0.9302 0.9879 0.9879 

D=15 0.2841 0.3501 0.9663 0.9886 0.8956 0.9114 0.9797 0.9797 

D=20 0.2328 0.2915 0.9513 0.9760 0.8576 0.8937 0.9704 0.9704 

D=25 0.1989 0.2523 0.9088 0.9504 0.7951 0.8741 0.9605 0.9611 

D=30 0.1681 0.2154 0.8359 0.9005 0.7101 0.8589 0.9536 0.9541 

D=35 0.1451 0.1880 0.7501 0.8418 0.6122 0.8431 0.9375 0.9402 

D=40 0.1289 0.1686 0.6307 0.7563 0.4791 0.8145 0.9279 0.9320 

D=45 0.1120 0.1474 0.5068 0.6805 0.3650 0.7705 0.9044 0.9178 

D=50 0.0940 0.1257 0.3966 0.6029 0.2472 0.7158 0.8731 0.9079 

D=55 0.0856 0.1146 0.3166 0.5342 0.1795 0.6301 0.8194 0.8949 

D=60 0.0727 0.0986 0.2444 0.4746 0.1216 0.4862 0.7224 0.8767 

D=65 0.0624 0.0851 0.1920 0.4206 0.0879 0.3669 0.6079 0.8606 

D=70 0.0561 0.0768 0.1502 0.3842 0.0573 0.2332 0.4685 0.8410 

D=75 0.0448 0.0620 0.1144 0.3528 0.0438 0.1471 0.3132 0.8181 

D=80 0.0399 0.0557 0.0897 0.3465 0.0307 0.0772 0.1951 0.7901 

D=85 0.0330 0.0467 0.0661 0.3411 0.0231 0.0415 0.1077 0.7520 

D=90 0.0245 0.0355 0.0445 0.3472 0.0161 0.0277 0.0549 0.7057 

 

 

 
 

Figure 2. The experiment repercussions on Pepper picture for CAIO at 30% outlier percentages 

 

 

 
 

Figure 3. The experiment repercussions on Pepper picture for CAIO at 50% outlier percentages 
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Figure 4. The experiment repercussions on Pepper picture for CAIO at 70% outlier percentages 

 

 

 
 

Figure 5. The experiment repercussions on Pepper picture for CAIO at 90% outlier percentages 

 

 

Table 8. The experiment repercussion of functioning of the R-NSBMF in SSIM (F16) 
   SSIM 

Experimental 
picture 

Outlier 

percentage 

(%) 

Outliered 
picture 

   Outlier deportation accessions 

3x3 MF 

(mean 

filter) 

3x3 SMF  

(median 

filter) 

AMF  
 

33 

WMF 

55 

WMF 
NSBMF R-NSBMF 

F16 
(256x256) 

D=5 0.4419 0.5134 0.9762 0.9924 0.9625 0.9629 0.9951 0.9951 

D=10 0.3074 0.3702 0.9703 0.9901 0.9405 0.9387 0.9881 0.9881 

D=15 0.2395 0.2954 0.9551 0.9851 0.9049 0.9216 0.9815 0.9815 

D=20 0.1989 0.2491 0.9402 0.9731 0.8625 0.9015 0.9737 0.9737 

D=25 0.1676 0.2127 0.8918 0.9355 0.8151 0.8862 0.9665 0.9665 

D=30 0.1464 0.1877 0.8127 0.8921 0.7219 0.8690 0.9551 0.9570 

D=35 0.1239 0.1613 0.6965 0.7981 0.6005 0.8467 0.9432 0.9472 

D=40 0.1115 0.1458 0.5746 0.7273 0.4762 0.8174 0.9303 0.9377 

D=45 0.0964 0.1273 0.4596 0.6360 0.3380 0.7775 0.9105 0.9297 

D=50 0.0861 0.1142 0.3526 0.5476 0.2341 0.7223 0.8794 0.9157 

D=55 0.0757 0.1013 0.2726 0.4789 0.1630 0.6392 0.8226 0.9060 

D=60 0.0629 0.0859 0.2044 0.4246 0.1105 0.5266 0.7431 0.8925 

D=65 0.0541 0.0738 0.1563 0.3663 0.0756 0.3641 0.6123 0.8792 

D=70 0.0471 0.0650 0.1240 0.3300 0.0528 0.2284 0.4585 0.8613 

D=75 0.0433 0.0599 0.0980 0.3139 0.0369 0.1321 0.2995 0.8401 

D=80 0.0362 0.0508 0.0745 0.2961 0.0272 0.0755 0.1807 0.8207 

D=85 0.0296 0.0421 0.0567 0.2895 0.0171 0.0393 0.0923 0.7919 

D=90 0.0232 0.0337 0.0387 0.3051 0.0132 0.0214 0.0443 0.7487 

 

 

5. CONCLUSION 

This research paper engages to nominate a novel R-NSBMF, which is spread from the pioneer 

NSBMF approach, for outlier deportation on computer numerical pictures that are surpassingly subverted by 

CAIO or Salt and Pepper noise at spacious outlier percentages (5%-90%). In order to mathematically 
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considering the functioning of the outlier deportation accession stabilized on R-NSBMF approach are 

simulationally operated on Girl, Lena, Pepper and F16. From consummate experiment repercussions, the 

functioning of outlier deported pictures from the R-NSBMF accession has admirable signal-to-noise-ratio (in 

Decibel) and SSIM in contradicting with numerical other outlier deportation accessions: 33-SMF, 33-MF, 

AMF, 33-WMF, 55-WMF and NSBMF approach. As a result, the novel outlier deportation accessions 

with an admirable performance on spacious outlier percentage is proposed therefore advance digital image 

processing accessions, which spontaneously deteriorates when these accessions implement on outlier 

occurrence, can be implemented on wide-range implementations (spacious outlier percentage) with superior 

performance. As a result, the limitation of the novel outlier deportation accessions is the limited performance 

on only low outlier percentage (5%-25%), which is equally compared to the NSBMF approach. Compared 

with SMF of AMF, the proposed approach (R-NSBMF) has higher complexity and requires more 

computational time. Future studies may explore the computation of the R-NSBMF approach with feasible 

ways of producing the low computation and the fast calculation. 
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