
Indonesian Journal of Electrical Engineering and Computer Science 

Vol. 38, No. 1, April 2025, pp. 527~534 

ISSN: 2502-4752, DOI: 10.11591/ijeecs.v38.i1.pp527-534      527 

 

Journal homepage: http://ijeecs.iaescore.com 

An intelligent intrusion detection system to prevent URL 

redirection attack 

 

 

Vijaya Shetty Sadanand, Palamaneni Ramesh Naidu, Dileep Reddy Bolla, Jyoti Neeli, Ramya Prakash 
Department of Computer Science and Engineering, Nitte Meenakshi Institute of Technology, Bengaluru, India 

 

 

Article Info  ABSTRACT 

Article history: 

Received Apr 7, 2024 

Revised Oct 15, 2024 

Accepted Oct 30, 2024 

 

 In today’s digital age, the widespread use of social networking platforms like 

Facebook, Twitter, and Instagram, alongside messaging services such as 

Email and WhatsApp, has increased the convenience of communication. 

However, this accessibility has also provided a fertile ground for 

cybercriminals and spammers to exploit these platforms through URL 

redirection attacks, which are often used to steal sensitive user information. 

Existing solutions, including machine learning (ML), deep learning (DL), 

and ensemble methods have been employed to combat such threats. Despite 

their effectiveness, these approaches struggle to detect emerging types of 

attacks and suffer from limitations when dealing with imbalanced data, 

leading to reduced detection performance. To address these challenges, this 

research introduces an improved extreme gradient boosting (IXGB) 

algorithm that optimizes the weight adjustments in the model, aiming to 

enhance the detection of malicious URLs. The proposed method focuses on 

improving classification accuracy, especially for new or unseen types of 

attacks. Experimental results on a standard dataset demonstrate that IXGB 

achieves superior accuracy compared to traditional models, making it a 

promising approach for enhancing cybersecurity on social media and 

messaging platforms. 
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1. INTRODUCTION 

The internet and intelligent devices have led to the widespread use of online social networks 

(OSNs), impacting users’ work, social interactions, and content sharing. However, the growing complexity 

and volume of data within OSNs have opened new avenues for cyber threats, such as URL redirection 

attacks, leading to privacy breaches and financial losses. Traditional intrusion detection systems (IDS), which 

rely on predefined signatures, are increasingly ineffective against modern and evolving threats. 

Consequently, the need for advanced anomaly-based detection systems, incorporating machine learning (ML) 

and deep learning (DL) methods [1], [2], is becoming crucial. However, a single ML or DL approach may 

not be sufficient to tackle the diverse nature of these cyber threats the review of relevant literature as 

discussed below. 

Several researchers have contributed to developing IDS using ML and DL approaches [3].  

Ferrag et al. [4], evaluated multiple DL methods on datasets like NSL-KDD and CIC IDS 2018. They found 

that recurrent neural networks (RNN) performed best in detecting seven types of attacks, while convolutional 

neural networks (CNN) also showed promise. Karatas et al. [5], analyzed six ML-based IDS systems using 

algorithms such as k-nearest neighbors (KNN), random forest (RF), decision trees (DT), and AdaBoost. Their 

https://creativecommons.org/licenses/by-sa/4.0/
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analysis revealed varying success rates for different methods depending on the type of attack. Zhang et al. 

[6], developed a plug-and-play packet-capturing application for detecting distributed denial of service 

(DDoS) attacks, utilizing deep neural networks (DNNs). Other contributors implemented deep learning 

approaches such as CNN and long short-term memory (LSTM) for detecting cross-site scripting (XSS) and 

SQL injection attacks. Studies demonstrated the pros and cons of different models in attack detection.  

List of unresolved problems and areas for improvement are: 

− Inconsistent performance: no ML/DL algorithm has consistently excelled in detecting all forms of attacks 

across diverse datasets.  

− Increasing traffic complexity: network traffic is increasingly diverse, making it difficult for existing IDS 

models to keep up with new forms of attacks.  

− Need for adaptive models: existing IDS systems often fail to adapt to rapidly evolving threats and 

dynamic attack behaviors. 

This study proposes an integrated method that combines the strengths of multiple ML and DL algorithms to 

improve overall detection rates. By efficiently integrating different detection techniques, the approach aims 

to mitigate the weaknesses of individual models and address the growing complexity of modern cyber 

threats. 

The following sections will demonstrate how this integrated approach was developed, tested, and 

validated against contemporary datasets such as NSL-KDD and CIC IDS 2018. The relevance of combining 

multiple detection algorithms will be established through comparative analysis, showing improved detection 

rates over single-method approaches [7]. The methodology, experimental setup, and results will highlight the 

significance of addressing current gaps in IDS research. 

The significance of this research is highlighted by the following key contributions: the proposed 

model leverages extreme gradient boosting (XGB) to perform ensemble learning at the feature level, 

enhancing detection performance. It incorporates an efficient feature optimization process using iterative  

K-fold cross-validation to fine-tune the model. Experiments were conducted using the NSL-KDD dataset, 

which includes a wide variety of attack types, ensuring robust evaluation. Results demonstrate that the 

proposed model outperforms the baseline in terms of accuracy, specificity, and sensitivity. Unlike existing 

approaches, the proposed model significantly reduces the computational time required for attack 

classification, improving overall efficiency. 

The format of the article is as follows. Different IDS have been described in section 2, along with 

factors that motivate the study. In section 3, we layout the proposed model operating method. The focus of 

section 4 is comparing the results of the proposed model to those of the baseline model. The last section of 

the research concludes with future research directions. 

 

 

2. LITERATURE SURVEY 

This section studies different state-of-the-art techniques to detect diverse security attacks in online 

networks. The cost of a data breach can be estimated about the quantity of affected records, as suggested by 

[8]. A ML model known as RF can be used to estimate how many such records there are. Based on our 

findings, we infer that the number of affected records has a Fréchet distribution, and we use this information 

to estimate the parameters of the generalized extreme value model, which allows us to calculate the value at 

risk (VaR). The greatest loss that may be caused by a corporate data breach can only be estimated using this 

study, making it crucial. 

According to [9], due to the high dimensionality and enormous tails of risk patterns, modeling cyber 

hazards has been a significant yet difficult subject in the field of cyber security. Progress in statistical 

modeling of multivariate cyber risks has been stymied by the aforementioned challenges [10]. In this 

research, authors presented a novel approach to estimating these multivariate cyber risks by combining DL 

with extreme value theory. The recommended model can provide accurate point predictions and satisfactory 

high-quantile forecasts by combining DL and extreme value theory [11]. 

Najafimehr et al. [12] showed availability of the services plays an important part in the computer 

network security against the DDoS attacks. However, these methods become incompetent to identify the 

malicious traffic. This research work presents a new technique for merging both unsupervised and supervised 

learning methods. Initial steps include using a clustering-based technique to differentiate between typical and 

malicious traffic by analyzing a large number of characteristics derived from the actual data flow. Next, some 

statistical parameters are measured and used for the algorithm to classify and label the clusters. By using the 

big data analysis, the presented technique is evaluated on the training data set of CICIDS 2017 and it is 

verified with a variety of attacks that are supported in the updated data set of CICDDoS 2019. The outcome 

of this research illustrates the LR+- positive likelihood ratio of the proposed approach is an approx. 98.01% 

more when compared with the other ML algorithms used for the classification. 
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Megantara and Ahmad [13] use of the internet has developed very rapidly in recent years. Along 

with its benefits, the internet has many disadvantages like attacks on cyber security and other dangerous 

activities. To identify the cyber-attacks in the networks, the IDS is employed, which detects these incoming 

cyber-attacks [14]. The IDS will function using two methods: anomaly detection and signature detection [15]. 

In the IDS based on the anomaly, the training mechanism of the data is affected by the quality of the ML 

system. This research work presents a hybrid ML approach by merging the methods of selecting the features 

with the supervised ML method and reducing the information with the unsupervised ML for constructing a 

suitable model. This system works by the selection of important and related features and relies on the 

decision tree of feature importance approach. The DT is based on the elimination of features that are 

recursive and performs the detection of outlier or anomaly or malicious information based on the LOF (local 

outlier factor) approach. Experimental results demonstrate that the provided method achieves the best 

accuracy (99.89%) in detecting remote-to-local (R2L) attacks and maintains higher levels of accuracy for the 

other types of assaults when compared to other sorts of research efforts in the NSL KDD data set.  

Zhang et al. [16] shows, spammers have shifted their focus from email to social media platforms 

like Twitter because of the latter’s growing importance in everyday life and the former’s swift development. 

To combat this, we create a novel spam detection technique called the improved incremental fuzzy-kernel-

regularized extreme learning machine (I2FELM).  

Srivastava et al. [17] take the first step by installing a new time-based cache (TmCache) between the 

database and the Twitter API, which eliminates the complexity of the latter and reduces analysis time by 

85.36 percent. It is difficult to build a reliable IDS in a collective-attack categorization setting because of the 

complexity of current attacks, as stated in [18]. To successfully identify various types of attacks, offer a novel 

ensemble architecture. With an overall accuracy of 96.97% and a recall rate of 97.4%. This motivates the 

proposed work to design an effective ML-based feature ensemble model to detect different attacks [19].  

The architecture of the current ensemble-based IDS system is given in Figure 1. 

 

 

 
 

Figure 1. The architecture of standard ensemble learning model for attack classification 

 

 

3. PROPOSED MODEL 

The objective of this work is to design an intelligent IDS that can effectively detect different URL 

redirection network attacks more efficiently as shown in Figure 2. In meeting a novel ensemble of ML based 

on feature level using XGB algorithm. The work is focused in reducing time and as well as with better 

detection accuracy and efficiency. Moreover, it is challenging to use a single classifier to efficiently detect all 

kinds of attacks [20], [21]. The proposed approach is based on building an ensemble by ranking the detection 

ability of different base classifiers to identify various types of attacks. The accuracy of an algorithm is used 

to compute the rank matrix for different attack categories. Algorithm: 

a. Train all the classifiers ci in C on each row r in the training data Tr. 

b. Calculate the accuracy of each classifier ci for every attack class xi. 

c. Assign the attack detection rank rij for each attack xi for each classifier cj in C. 



                ISSN: 2502-4752 

Indonesian J Elec Eng & Comp Sci, Vol. 38, No. 1, April 2025: 527-534 

530 

d. Predict the class for each row in Testing set Ts for high-ranked classifiers in C. 

e. The results of the highest-rank classifiers are compared for the final result. Considering ci as the best 

classifier for predicting the attack xi. 

The result rci (prediction result by classifier c for the sample i) is compared to check if it predicts the attack 

class xi. If a match is found, it is added to the result. If a conflict is found or no match is found, then the 

classifier’s result with the higher accuracy is considered. 

 

 

 
 

Figure 2. Architecture of proposed feature-level ensemble learning model for attack classification 
 

 

The XGB is a model of distributed gradient boosting with some extra features added to make it 

more powerful, flexible, and adaptive. Gradient boosting is the framework within which ML computations 

are performed [22]. The parallel tree boosting method offered by XGB, often known as gradient boosting 

decision tree (GBDT) or gradient boosting machine (GBM) [23] are used to achieve results through the 

accumulation of many tree classifiers. To identify potentially harmful URLs, the model employs a training 

dataset of size o and many classifiers, as shown in (1). 

 

�̂�𝑗 = 𝐻(𝑍𝑗) = ∑ ℎ𝑚(𝑍𝑗), ℎ𝑚 ∈ 𝛼𝑀
𝑚=1  (1) 

 

Zj stands for the jth data point in the training dataset, K for the size of the tree used to categorize malicious 

URLs in the social network dataset, Aj for the classification results of our multi-label classification model 

with specific dimensions, and Kj for the collection of decision trees used to make that classification. 

In the (1), the multi-label sorting or classification model conclusions are defined by �̂�𝑗, which 

confirms how a probable malicious link will be characterized as suitable to an actual class based on its label. 

M designates the size of the tree that is used for the classification of the malevolent link and m 𝑡ℎ designates 

the possibility that each malicious link will be classified as related to a certain class. XGB is a classification 

model whose goal is to minimize a loss parameter. 

 

𝑁(𝐻) = ∑ 𝑛(�̂�𝑘 , 𝑎𝑘)𝑘 + ∑ 𝛽(ℎ𝑙)𝑚  (2) 

 

Where, 

 

𝛽(ℎ𝑙) = 𝛿𝑉 + 𝜇‖𝑦‖2 (3) 

 

In (2), the loss function between the actual and categorized outcomes is defined by the first 

parameter n(�̂�𝑘, 𝑎𝑘). The second parameter β(hl) denotes the penalizing term, whereas V represents the size 

of individual leaves in a tree, δ and μ denotes the supervisory parameter used to control computational 
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complexity. The negative log probabilistic loss function is computed using the following equation utilizing 

training data z with ID specified by n. 

 

𝑛(�̂�𝑘 , 𝑎𝑘) = − ∑ 𝑎(𝑙) log �̂� (𝑛)𝑙 𝑘 = − log �̂� (𝑛) (4) 

 

In (4), the a(l) represents the j 𝑡ℎ dimension of a. Also, where �̂�(n) represents the lth dimension of a. 

In addition, the loss function is optimized iteratively to achieve a minimal loss. Therefore, (5) describes the 

optimal loss function for a fixed value of h. 

 

𝑁𝐾 = ∑ 𝑛 (�̂�𝑘
(𝑝−1)

+ ℎ𝑝(𝑧𝑘), 𝑎𝑘) + 𝛽(ℎ𝑣)𝑝
𝑘=1  (5) 

 

The suggested method uses the following equation to determine hp so that the loss is greedily minimized. 

 

𝑡ℎ𝑒 𝑁𝑝 ≅ ∑ [𝑛(�̂�𝑘
(𝑃−1)

+ 𝑎𝑘) + 𝑖𝑘ℎ𝑘(𝑧𝑘) +
1

2
𝑗𝑘ℎ𝑝

2(𝑧𝑘)] + 𝛽(ℎ𝑝)
𝑝
𝑘=1  (6) 

 

The tree hp can be found by lessening (6), where ℎ𝑗 depicts the first-order gradient of 𝑛(�̂�𝑘
(𝑃−1)

+

𝑎𝑘) and 𝑗𝑘 depicts the second-order gradient of 𝑛(�̂�𝑘
(𝑃−1)

+ 𝑎𝑘). The multiple sets of K folds are used to 

construct the iterative CV model. Instead of taking a single fold as defined in (7). 

 

𝐶𝑉(𝜎) =
1

𝑀
∑ ∑ 𝑃 (𝑏𝑗 , �̂�𝜎

−𝑘(𝑗)
(𝑦𝑗 , 𝜎))𝑗∈𝐺−𝑘

𝐾
𝑘=1  (7) 

 

The optimal value for the �̂� is obtained by 7, by optimizing the parameters. 

 

�̂� = arg min
𝜎∈{𝜎1,…,𝜎𝑙}

𝐶𝑉𝑠(𝜎) (8) 

 

In (7), 𝑃(∙) denotes loss function, �̂�𝜎 −𝑘(𝑗) (∙) denotes a function for assessing coefficients, and 𝑀 

designates training data size. The loss function is represented as 𝑃(∙). The function which is used to represent 

the estimating of coefficient is �̂�𝜎
−𝑘(𝑗)

(∙) the training data set is represented using ‘𝑀’. Using equation, the 

feature level optimization is done to attain better performance as experimentally shown in next section. 

 

 

4. CLASSIFICATION OF TRAINING DATASET  

Train each classifier, compute the accuracy of the classifier, and determine the ranking of attack 

detection. The highest rank is assigned to the classifier that correctly predicts an attack class. Utilize the top-

ranked classifiers to make predictions. The final result is determined by comparing the results from the 

highest-ranked classifiers. Assuming ci as the optimal classifier to predict attack class xi. Compare the result 

class rci (prediction generated by predictor c, for instance, i) to determine if it forecasts the attack class xi. 

i. If an appropriate match is discovered, include it in the result. 

ii. In case of a contradiction or when no correlation is found, prioritize the classification result from the 

higher accuracy classifier. 

Notation: in this case, F stands for the dataset’s set of features, Tr for the training set, Ts for the test set, X for 

the set of predicted labels, and C for the classifiers c1 through ct. 

 

 

5. RESULTS AND DISCUSSIONS 

This section examines the results of the proposed intelligent IDS system, which was trained using a 

novel feature ensemble called XGB (FE-XGB). The result is compared with existing IDS trained with a 

standard ensemble model [18]. The performance metrics considered for validation are accuracy, sensitivity, 

specificity, and computation overhead. To assess the dependability of models, a large range of assaults are 

included in the NSL-KDD dataset [24], [25]. 

 

5.1.  Sensitivity and specificity 

The sensitivity is also represented as a true positive rate; thus, the higher the value better the 

performance and it is calculated. Figure 3 displays the sensitivity results. The sensitivity is also represented as 

a true negative rate; thus, the higher the value better the performance, it is calculated as shown in Figure 4. 
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Figure 3. Sensitivity performance 
 

Figure 4. Specificity performance 
 

 

5.2.  Accuracy and computation overhead 

The accuracy defines how efficiently the model correctly classifies attacks and normal with less 

misclassification; thus, the higher the value better the performance. Figure 5 displays the results; Figure 6 

shows the computation overhead taken for classifying the URLs. 
 

5.3.  Efficiency and F-measure 

Efficiency defines how efficient the model is in classifying attacks and normal with less 

misclassification; thus, the higher the value better the efficiency Figure 7 displays the results. The F-measure 

performance of the proposed model with the existing model with the given dataset. F-measure performance 

with the proposed model and the existing model is shown in Figure 8.  
 

5.4.  Recall 

The recall performance of the proposed model is depicted in Figure 9. The values obtained show 

that the proposed model gives a recall of 0.79 and the existing model gives a recall of 0.69. This shows that 

the proposed model has a good recall performance as related to the present system. 
 

 

  
 

Figure 5. Accuracy performance 
 

Figure 6. Computation overhead 
 

 

  
 

Figure 7. Efficiency of the proposed model 
 

Figure 8. F-measure performance 
 

 

 
 

Figure 9. Recall performance 
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6. CONCLUSION 

Traditional DL models, while powerful, often fall short in detecting new types of attacks due to their 

dependence on large datasets. ML models, on the other hand, are more effective at handling smaller datasets 

and imbalanced data. However, ensemble ML models, though offering improved accuracy, come with 

drawbacks such as longer processing times and reduced performance when encountering varied attack types. 

This study proposes an enhanced feature ensemble XGB model, which significantly improves detection 

accuracy while reducing computational overhead. By optimizing sensitivity, specificity, and overall 

classification performance, this model offers a promising solution to current limitations in cybersecurity.  

This positions the ML-based approach as a better alternative for practical deployment in intrusion detection 

systems. Future research should focus on further validating the proposed model using more comprehensive 

datasets like ISCXIDS2012, CIC-IDS 2017, and CIC-IDS 2018. Additionally, exploring advanced algorithms 

such as LightGBM and histogram-based gradient boosting may yield even higher detection rates and reduced 

latency. 
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