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 Early detection of plant diseases using convolutional neural network 

(CNN)is crucial for maximizing crop yield and minimizing economic losses. 

Manual inspection, the frequent technique, is inefficient and error prone. 

While CNN’s offer potential for accurate and quick disease recognition, 

their performance is highly dependent on effective hyperparameter tuning. 

This process is time consuming, resource intensive, and needs significant 

expertise due to the vast hyperparameter space, since it can be hard to  

figure out which is ideal for optimal performance. An effective optimization 

tool, tunable automated hyperparameter learning optimization system  

(TALOS), is proposed, which automates the tuning of hyperparameters by 

systematically exploring the hyperparameter space and evaluates different 

combinations of parameters to find the optimal configuration that maximize 

the model’s performance. The performance of this approach is recognizable 

through its exploration of five different hyperparameters across a search 

space of 32 combinations, yielding optimal parameters by the second round. 

Using 3030 tomato leaf images from a benchmark data set, the model 

achieves a remarkable 94.7% validation accuracy with 33647 trainable 

parameters. Thus, automated hyperparameter tuning approach not only 

optimizes model performance but also reduces manual effort and resource 

requirements, paving the way for more effective and scalable solutions in 

agricultural technology. 
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1. INTRODUCTION 

JayKordich’s statement, “All life on earth emanates from the green of the plant,” highlights the 

critical role of plants as the primary source of oxygen production, supporting aerobic life forms’ survival. 

Additionally, they play a crucial role in maintaining ecological balance, regulating the earth’s climate, and 

supporting our planet’s intricate web of life. Due to the endemic diseases in plants, numerous plants are on 

the verge of becoming extinct [1], [2]. The challenge of accurately identifying the plant diseases is crucial 

due to the significant impact of these diseases can have on agriculture. Traditional methods, while useful in 

specific contexts, are often limited by their manual, labor-intensive nature, and dependency on expert 

knowledge. Visual inspections are subjective and inconsistent, microscopy requires specialized skills and is 

time consuming, and culturing is not applicable to all pathogens. Moreover, traditional machine learning 

(ML) approaches, while automated, often fail to handle the complexity and variability of disease symptoms 

effectively [3]-[5]. 

https://creativecommons.org/licenses/by-sa/4.0/
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Deep learning (DL) is emerging as a powerful technology, especially convolutional neural networks 

(CNN’s), which have been increasingly utilized. CNN can automatically extract relevant features from large 

and complex datasets, eliminating the need for manual feature extraction (FE) [6]-[8]. However, the 

application of CNNs is not without challenges. The performance of the DL model is crucial for achieving 

optimal performance which mainly depends on the quantity and quality of the images in the dataset, the 

robust design of the models, and the optimization of the hyperparameters. Firstly, a significant challenge in 

training the DL models is getting a high-quality dataset that are large, diverse, accurate, and well pre-

processed [9], with balanced classes to prevent bias. This process is crucial but computationally expensive 

and it may cause over fitting [10] where the model performs better on the training data compared to 

validation/test data. Mathematically, the over fitting can be represented as follows: 

 

E_train <<E_test (1) 

 

where E_train is the training dataset error, and E_test is the error on test or validation datasets. 

Second, the designing a robust model [11] involves choosing an appropriate architecture, 

configuring the layers effectively, selecting the proper activation function, and incorporating regularization to 

improve stability and generalization of the models. Lastly, hyperparameter Tuning is essential to optimize the 

model’s performance which involves adjustment of the parameters such as batch size, number of epochs, 

learning rate, and the choice of optimizer [12]. Traditional methods like grid search [13], while exhaustively, 

are computationally expensive as the model complexity increases; random search [14], while more efficient 

for large datasets, lacks the certainty of finding the best configuration. Also, the manual tuning,  

though providing insights, is subjective, time-consuming, and prone to errors, particularly with complex 

models [15]. Therefore, finding an efficient and effective tuning strategy for large and intricate models 

remains a significant challenge in model optimization [16]. 

Reviewing the relevant literature helps to identify major contributors’ work and findings, guiding 

potential advancements in the field by summarizing the recent progressions in hyperparameter tuning, 

including algorithms like grid search, random search, and Bayesian optimization, which aim to enhance 

optimization efficiency and performance.  

The work proposed in [17] highlights the whale optimization algorithm (WOA), to optimize the 

hyperparameters in neural networks. It achieved a notable accuracy of 80.60% and 89.85% on reuters 

datasets and fashion MNIST, respectively. The research proposed in [18] is a 14-layered deep CNN  

(14-DCNN) to identify diseases from a dataset of 147,500 images of 58 plant leaf classes. The model is 

trained for 1,000 epochs and then optimized using random search with coarse-to-fine hyperparameters 

searching. The stated DCNN model provides a 99.9655%high accuracy, 99.7966% recall, 99.7999% 

weighted average precision, and 99.7968F1-score. The methodology in [19] employs a WOA with hybrid 

principal component analysis (PCA) to identify diseases from a dataset of 18159 of 10 classes of tomato 

leaves from the PlantVillage dataset. Grid search is adopted to tune and find the optimal hyperparameters, 

which enhances model performance. The model provides 99% of training accuracy and 86% testing accuracy 

at the 15th epoch. Pandian et al. [20] the DCNN model with five convolutional layers is trained with the 

augmented dataset of the PlantVillage dataset, which originally contains images of 55448 with 39 different 

classes is subjected to deep convolutional generative adversarial networks (DCGAN) augmentation 

techniques resulting in a set of 240,000 images. Hyperparameters are set using a random search, resulting in 

an accuracy of 98.41% on the test dataset. 

The proposed work in [21] is a contextual mask auto-encoder optimized with a dynamic differential 

annealed optimization algorithm (PDI-CMAE-DDAOA) for the early detection of plant diseases.  

PDI-CMAE-DDAOA achieves higher accuracy 23.34%, 34.33%, and 32.07%, F1-score 46.67%, 57.56%, 

sensitivity 36.67%, 36.33%, and 23.21%, and 43.21%, and specificity 56.67%, 67.56%, and 23.21% 

compared to these existing models such as PDI-DENN, PDI-CAE-CNN, and PDI-EN-CNN, respectively. 

Dudi and Rajesh [22] present a method that uses the sharksmll-based-WOA (SS-WOA) to optimize the 

CNN’s activation function for maximum classification accuracy. Compared to NB and SVM, the accuracy of 

the supplied SS-WOA-CNN is 7.14% and 5.63% higher respectively. Halim et al. [23] considered the CNN 

architectures such as Xception and DenseNet with the AiSara tuning algorithm, resulting in a 23% 

improvement in accuracy compared to typical tuning techniques. The models on the PlantVillage and 

PlantDoc datasets are evaluated in the study; DenseNet121 and Xception obtained accuracy of 89.60% and 

85.94% on PlantVillage and 81.51% on PlantDoc, respectively, without hyperparameter adjustment. 

Accuracy increased to 94.75% and 91.03% on PlantVillage and 84.84% and 87.66% on PlantDoc with 

AiSara tweaking. Akkuş et al. [24] evaluates the effectiveness of two CNN models, ResNet18 and AlexNet 

in detecting the severity of sariopsis leaf spot disease in grape leaves which are gathered from the 

PlantVillage dataset. The study explores the impact of tuning hyperparameters, including epochs, data 

augmentation, and mini-batch size. ResNet18 reached an accuracy of 87.6% with a mini-batch size of 64, 10 
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epochs, and with data augmentation. AlexNet achieved the highest classification accuracy of 90.31% with a 

mini-batch size of 32, and 50 epochs, and without data augmentation. 

A successful implementation of DL for the identification of plant diseases depends on several 

factors, including dataset’s quality, the architecture of the model, and the optimization of hyperparameters. 

Despite using techniques such as WOA, PCA, FOA [25] and random search, challenges remain in addressing 

these inter dependencies efficiently. A holistic approach incorporating robust data set, advanced model 

architectures, and efficient hyperparameter optimization is essential. The proposed method tackles these 

challenges by considering the following sequential steps:  

 This study proposes a disease identification system for tomato plants utilizing a customized CNN 

architecture designed to provide a reduced parameter. 

  The training of a CNN model is performed with a limited dataset of tomato leaf images.  

  The study employs tunable automated hyperparameter learning optimization system (TALOS) for 

hyperparameter tuning, resulting in efficiently optimizing model performance while minimizing manual 

intervention and computational resources, thus meeting its primary objective. 

The remaining section of the research work is organized according to the preceding structure. 

Section 2 presents a proposed model for a classification system based on CNN and TALOS optimization. 

Section 3shows the results and discussion. Section 4 conclude the work. 

 

 

2. METHOD 
A customized CNN is used with a hyperparameter optimization tool to identify tomato plant leaf 

diseases using a minimal number of images. TALOS is a hierarchical optimizer that tunes the 

hyperparameters without manually testing each value. An illustration of the model for categorizing tomato 

leaf diseases is shown in Figure 1. The methodology is performed in the following steps: 

a. Dataset collection and pre- processing 

b. TALOS setup 

c. Define the CNN architecture 

d. TALOS integration 

e. TALOS experiment 

f. Selecting optimal parameters 

 

 

 
 

Figure 1. TALOS-CNN based tomato leaf disease classification system 

 

 

2.1.  Data collection and pre-processing 

The tomato leaves dataset employed in this study is obtained from the PlantVillage dataset. The late 

blight, yellow leaf curl, and healthy leaf of the tomato are considered for experimentation, as shown in  

Figure 2. Each class contains an image of 900 in the trained set and 110 in the testing set, balanced and 

indicating an even distribution of attributes across all categories as it prevents any single class from 

dominating. The dataset’s images were pre-processed so the suggested model could extract their necessary 

attributes. The images were normalized and resized to 256×256 pixels in the first stage. 

 

 

  
 

Figure 2. Sample leaf images of the tomato leaves from the training dataset 
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2.2.  Defining the CNN architecture 

This study incorporates a CNN as a disease detection approach. The CNN architecture comprises: 

the FE stage and classification stage. The proposed CNN architecture consists of layers such as batch 

normalization, Conv2D, MaxPooling, and dropout layers in the FE part, followed by dense and dropout 

layers in the classification part. The customized CNN architecture is shown in Figure 3, with the 

corresponding parameters correlated to the layers displayed in Table 1. The architecture integrates four batch 

normalization layers and four convolution layers with a stride of (1, 1), preserving fine spatial features crucial 

for effective FE. Pooling layers decrease output dimensionality, reducing computational complexity for 

subsequent layers; employing max-pooling with a 2×2 pool size optimizes this process. Despite the dense 

layer’s significant parameter count (9248), its role in capturing complex feature relationships remains pivotal. 

However, this parameter count is comparatively modest. The SoftMax activation function, applied to the 

dense layer’s output, transforms it into a probability distribution. This architecture balances FE, 

regularization, and parameter efficiency, offering robust performance in tomato leaf disease detection while 

mitigating computational overhead. The configuration of a neural network model is depicted in Table 2. 
 

 

 
 

Figure 3. CNN model architecture for tomato leaf disease recognition 
 

 

Table 1. Key parameters for CNN’s model 
Sl.no. Factors Defined value 

1 Filter size 3×3 

2 Number of filters 32 
3 Pooling MaxPooling with a 2×2 pooling window and strides of 1×1 

4 Activation function ReLU (rectified linear unit) and ELU (exponential linear unit) 

5 Loss function Categorical cross-entropy 

 

 

Table 2. Network summary 
Sl.no. Layers Activation functions Trainable parameters 

1. batchnormalization 256*256*3 12 

 conv2d_1 256,256,32 896 
 max_pooling2d 255*255*3 0 

2.  batchnormalization 255*255*3 128 

 conv2d_2 255*255*3 9248 
 max_pooling2d_1 254*254*3 0 

3.  batchnormalization 254*254*3 128 

 conv2d_3 254*254*3 9248 
 max_pooling2d_2 253*253*3 0 

4.  batchnormalization 253*253*3 128 

 conv2d_4 253*253*3 9248 
 max_pooling2d_3 252*252*3 0 

 FC 128 4224 

 Dense 128 387 

 Total parameters: 33,647 
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2.3.  TALOS integration with CNN’s 

Fine-tuning a CNN model typically involves manually setting hyperparameters followed by grid  

or random search approaches to examine alternative configurations systematically. This method can be 

computationally demanding, especially when dealing with complex models and enormous datasets [26]. 

After defining the CNN model, TALOS, a Python module designed to optimize hyperparameters, is an 

assistant that explores different hyperparameter combinations for the model is employed. For the range of 

permissible values for each hyperparameter, TALOS tests the various combinations of these values and 

prioritizes those that seem promising for improving CNN’s performance in identifying tomato leaf diseases. 

 

2.4.  Selecting optimal parameters 

Once the set of hyperparameters and their search space is defined, TALOS experiment is initiated, 

after all the iterations, TALOS provides useful visualizations to track and identifies the optimal set of 

hyperparameters that leads to the best results [27]. Figure 4 shows the flow diagram of the Hyperparameter 

optimization technique using the TALOS. The Google Collaboratory platform (Colab), built around Jupyter 

Notebooks [14] is utilized to execute the experiment. The implementation also includes the study to examine 

how varying filter sizes in CNN models [28] affect accuracy in tomato leaf disease detection, demonstrating 

the critical role of hyperparameter optimization in enhancing performance. The following section provides an 

algorithm for optimizing a CNN model for detecting tomato leaf diseases using TALOS. 

 

 

 
 

Figure 4. Hyper-parameter optimization technique using the TALOS 
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Input: 

 Tomato leaf disease dataset 

 Desired hyperparameter search space 

Output:  

 Best model configuration 

 Number of rounds in the scanning process (mn=25, m: search options, n: total number of 
hyperparameters) 

 Highest accuracy given parameters set 

1. Install required libraries: ‘setup-tools’ and ‘TALOS’, image processing libraries: OpenCV, PIL, data 

manipulation libraries: NumPy 

2. Data preprocessing 

 Load the tomato leaf disease dataset into Collab. 

 Pre-process images. 

 Convert categorical labels to one-hot encoded format. 

 Split data into training, validation, and testing sets. 

3. Define CNN model architecture 

 Create a custom CNN model with base architecture and parameters to be optimized. 

 Define the input dimensions and hyperparameters for the model. 

4. Define the search space for hyperparameters, including the ranges and values to be explored. 

5. Run TALOS experiment 

 Execute the TALOS scan to perform hyperparameter optimization on the CNN model. 

6. Result analysis 

 Print the results of the TALOS scan, including the top-performing configurations. 

 Identify the model ID that yields the best validation accuracy. 

 Load the best model. 

 Retrieve the total number of rounds completed in the TALOS scan and highest validation accuracy. 

 

 

3. RESULTS AND DISCUSSION 

The section showcases the results from automated tuning experiment so hyperparameters, which 

aim to increase the performance of the CNN model for plant leaf disease identification. Filters in CNNs are 

known for their efficient detection of important features such as textures, edges, and patterns in the images 

and allow the model to learn and detect complex details required for accurate classification tasks. Three 

scenarios of were explored using TALOS to customize the CNN with varying filter sizes and dense neurons, 

aiming to identify the most effective configuration for optimal accuracy. The results are summarized in  

Table 3. Filter sizes of 3×3 regularly out performed those of 5×5, most likely because they were better at 

capturing features. In addition to these, the main hyperparameters under investigation included the activation 

function, the optimizer technique, dropout, the Conv_dropout, and dense neuron count, each hyperparameter 

tested across a defined range. 

 

 

Table 3. Analysis of varying filter size and dense neuron on CNN 
Filter size Dense neurons Accuracy Trainable parameters 

5×5 [32,64] 85% 56271 

3×3 [512] 87% 47271 

3×3 [128,256] 94.5% 37615 

 

 

Table 4 shows the list of hyperparameters and their space coverage for analyzing the constraints of 

the TALOS tool. Once all ranges have been defined, the TALOS tool experiments combine all possible 32 

combinations and for each configuration, TALOS trains a model and evaluates its performance on the 

dataset. Based on the evaluation results, TALOS identifies the hyperparameter set which results in best 

performance. Generally, the configuration with maximum validation accuracy and minimum validation loss 

is preferred. Hence, Model ID 25 is considered as the best model configuration with 94.5% accuracy and 

94.7% validation accuracy. The hyperparameters that resulted in high accuracy can be found in the output 

column of Table 4. This approach drastically reduces computational time by tracking the performance of each 

trial. Thus, TALOS is able to provides the insights in to the effect of different hyperparameter settings on 

model performance. 
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Table 4. Definition of hyperparameters space and the corresponding result 
Hyperparameters Range Output 

Activation function [ReLU, ELU] ReLU 

Optimizer [Adam, SGD] Adam 
dropout, [0.25, 0.5] 0.25 

Conv_dropout [0.25, 0.5] 0.25 

Dense neuron [128, 256] 128 

 

 

The proposed CNN’s performance is visualized in Figure 5 and Figure 6 which indicates the 

confusion matrix while Figures 6(a) and 6(b) depict the validation accuracy and validation loss of CNN 

respectively. Tables 5-7 compare the proposed TALOS-CNN’s model performance with the state-of-the-art 

model developed in the work [14] and predefined models, reveals satisfactory performance. Although its 

accuracy is slightly lower, the model demonstrates competitive results in terms of total parameters and total 

elapsed time. TALOS can generate the visualization to provide insights into the optimization process as 

depicted in the Figure 7. 

 

 

 
 

Figure 5. Confusion matrix 

 

 

 
(a) 

 
(b) 

 

Figure 6. Validation performance of the CNN during training (a) validation accuracy curve and  

(b) validation loss curve 

 

 

- Discussion 

The findings of this study reveal that hyperparameter tuning is critical for optimizing CNN 

performance in tomato leaf disease detection. It explored three scenarios using TALOS, each with varying 

filter sizes and dense neuron configurations. The best-performing model, achieved an impressive accuracy of 

94.5% with a 3×3 filter and dense neurons in the range of [128, 256]. This result underscores the importance 
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of careful hyperparameter adjustment, as filter sizes of 3×3 consistently outperformed the 5×5 filters, likely 

due to their superior ability to capture relevant features. The TALOS tool facilitated this optimization process 

by efficiently evaluating 32 different combinations of hyperparameters, with Model ID 25 achieving a 94.5% 

accuracy and a 94.7% validation accuracy. 

When comparing the results with those of previous studies [29], [30] have similarly which also 

highlight the importance of hyperparameter tuning in achieving optimal CNN performance and note that 

smaller filter sizes often outperform larger ones in image classification tasks. However, this study uniquely 

demonstrates the practical application of the TALOS optimization tool, which systematically explores and 

identifies the best hyperparameter combinations. Unlike previous works that often relied on manual or 

heuristic methods, this approach leverages automated optimization to achieve superior results with greater 

efficiency. Tables 5-7 compare this work with previous studies in terms of model complexity, total 

parameters, training time, and dataset size. 

A strength of our study lies in the comprehensive evaluation of different hyperparameter 

configurations using a robust optimization tool, which contrasts with the more limited scope of previous 

research that typically explored fewer configurations. Nonetheless, our model’s accuracy, while high, is 

slightly lower than some state-of-the-art models reported in the literature. This suggests that while our 

approach is effective, there is room for improvement, particularly in integrating more sophisticated 

techniques or additional layers of optimization. Unexpectedly, the model with the largest dense neuron 

configuration in case 2 did not outperform the smaller configuration in case 3, indicating that higher model 

complexity does not necessarily translate to better performance, which aligns with findings in some previous 

studies. 

 

 

 

Figure 7. Visualization of the TALOS experiment 
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Table 5. Overview of the literature survey and comparison with proposed work 
Method Dataset DL models Optimizer/Technique Accuracy Summary 

[17] Reuters (11228 images), 

Fashion MNIST (70000 
images) 

Customized 

deep NN 

WOA 89.85% 

(Fashion MNIST), 
80.60%(Reuters) 

Can be sensitive to initialization, 

might get stuck in local optima. 

[18] 147,500 images plant leaf 

classes 

14-DCNN Random search 99.97% Inefficient, often misses optimal 

hyperparameter combinations. 
[19] 18159 images of tomato 

leaf 

Deep NN WOA with hybrid PCA 86%(testing) Similar to WOA, can be sensitive to 

initialization. 

[20] 240,000 augmented 
images plants 

DCNN Random search 98.41% Inefficient, might miss optimal 
hyperparameter combinations. 

[21] 54309 images, 

PlantVillage dataset 

PDI-CMAE PDI-CMAE-DDAOA 98% Complex algorithm, computationally 

expensive. 
[22] 1125 images of Swedish 

leaf dataset, 4503 images 

of mendeley data 

CNN SS-WOA 97% Specific to activation function 

optimization, limited applicability. 

[23] 54306 images of 

PlantVillage, 2598 images 

of PlantDoc 

Xception, 

DenseNet 

AiSara 23%improvement Specific to certain architectures. 

[24] 54309 images of 

PlantVillage, 

ResNet18, 

AlexNet 

Manual fine-tuning 

hyperparameters 

90.31% (AlexNet), 

87.6% (ResNet18) 

Time consuming, requires expert 

knowledge. 

[25] 10071 images, 
PlantVillage dataset 

SVM fruit fly (FOA) 91.1% Converges prematurely to sub optimal 
solutions, when dealing with complex 

optimization problems. 

Proposed 
work 

3030 images of 
PlantVillage 

CNN TALOS tool 94.5% Accelerated hyperparameter tuning, 
reduced manual intervention, 

optimize time and cost 

 

 

Table 6. Comparison of proposed work in terms of filter 
Reference Kernel size Accuracy (%) Precision Recall F1-score Parameters Elapsed time 

[14] 3×3 97.41 0.9760 0.9728 0.9744  

1334533 

6hr 28min 23sec 

[14] 5×5 97.61 0.9766 0.9758 0.9762 8hr 24min 3sec 

[14] 3×3 99.59 0.9963 0.9984 0.9984 6hr 58min 27sec 
[14] 5×5 99.66 0.9968 0.9965 0.9967 8hr 38min 27sec 

Proposed work 3x3 94.5 0.9867 0.9867 0.9867 37,647 3hr 18min 45sec 

 

 

Table 7. Comparison of proposed TALOS-CNN with the existing models 
Models Number of parameters Epochs required 

VGG16 39443043 15 

Inception V3 [13] 24,937,283 15 

MobileNetV2 [13] 2,422,339 15 
14-DCNN [18] 17,928,571 1000 

CNN1 [13] 5,108,426 50 

CNN2 [13] 494,218 50 

Proposed CNN 33647 10 

 

 

4. CONCLUSION 
The deployment of cutting-edge deep CNN models for early plant disease detection has made 

tremendous strides in recent years. As a result, it has become a prominent and active research field, 

promising early disease detection and improved precision in managing agricultural diseases. Efficient 

identification of the diseases results in reduced losses, better crop management and improved food security. 

However, issues like manual tuning of the hyperparameters, the necessity of large datasets, and high 

computational complexity persist. This research addresses the earlier concerns by introducing the automated 

hyperparameter tuning technique employed with a customized CNN model. Trained using a dataset of 3030 

tomato leaf images. Firstly, the CNN model is defined efficiently to train with a limited number of images. 

Next, TALOS is set by specifying the hyperparameters and range, and the experiment is set for different filter 

sizes, 5×5 and 3×3, with varying dropout rates of neurons. However, TALOS can be computationally 

intensive, the benefits overcome the drawbacks. Because TALOS narrows the search space of 

hyperparameters, which enables more effective tuning compared to manual methods and can be adapted to 

handle large models. This makes the TALOS suitable for real-world applications despite its computing needs. 

The model achieved an impressive average accuracy of 95.92% with 3×3 filters in classifying healthy and 

diseased plants using tomato leaf images with comparative parameters 33,647 in a period of 3 hours 

28minutes. The batch size, number of training epochs, and dropout rate significantly influenced the model’s 
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performance. Compared to the previous architectures, the proposed design substantially reduces the number 

of parameters. Future research should focus on extending the work to various deep-learning architectures 

with more classes in different crops to improve the models’ robustness and dependability in the future to 

various deep-learning architectures with more classes in different crops. 
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