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 Spatial modeling is commonly used to map research variables, including 

particulate matter 2.5 (PM2.5) concentrations, in specific areas. The article 

that surveys publications on the application of machine learning in spatial 
modeling of PM2.5 using bibliometric methods has not been identified yet. 

This paper aims to analyze trends in applying machine learning in the spatial 

modeling of PM2.5 using bibliometric methods. The review was conducted 

on publications indexed in the Scopus database over the decade (2014–2023) 
comprising 335 articles. The analysis included co-authorship and co-

occurrence using VOSviewer. From the two stages of analysis, it can be 

concluded that research on this topic has constantly increased over the past 10 

years, with the highest productivity coming from researchers in China. This 
research topic is multidisciplinary, with most publications appearing in 

environmental science. The research also shows a very high collaboration rate 

of 0.98. A deeper examination of the keywords reveals the most commonly 

used machine learning techniques by researchers. The random forest method 
is the most frequently found in the analyzed documents, followed by deep 

learning, long short-term memory (LSTM), extreme gradient boosting 

(XGBoost), and ensemble model. 
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1. INTRODUCTION  

Particulate matter 2.5 (PM2.5) concentration describes the amount of fine particulate aerosol particles 

with diameters up to 2.5 microns produced by various sources, which can result in different chemical 

compositions and physical characteristics. Among the prevalent components found within PM2.5 are sulfates, 

nitrates, black carbon, and ammonium, which collectively form a significant portion of these particles [1]. 

PM2.5 can be generated from anthropogenic activities such as traffic emissions, industrial processes, 

agricultural practices, and natural sources such as dust storms, sandstorms, and wildfires.  

PM2.5 is one of the dangerous pollutants whose concentration is monitored and regulated as an air 

quality standard by the World Health Organization (WHO), along with five other parameters such as PM10, 

ozone (O3), nitrogen dioxide (NO2), dioxide sulfur (SO2), and carbon monoxide (CO). Several studies discuss 

the impact of PM2.5 on health and causes of mortality. As a tiny particulate matter, PM2.5 hurts human health. 

PM2.5 can penetrate the lungs and bloodstream without being filtered, causing respiratory diseases [2][4]. 

Several epidemiological studies have proven that PM2.5 increases mortality and morbidity rates [5][7]. 

https://creativecommons.org/licenses/by-sa/4.0/
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Spatial modeling is widely applied in various fields, one of which can be found in the modeling 

concentration distribution of pollutants such as PM2.5. One background for developing spatial modeling for 

the distribution of pollutant concentrations in an area is the limited number of air regulatory monitoring 

networks (ARMN) due to the high investment and operations costs. On the other hand, several studies have 

indicated that pollutant concentrations exhibit small-scale spatial variations that are not adequately captured 

by these regulatory networks. It is often impractical to collect samples from all locations throughout a 

geographic area at all times [8]. 

In spatial modeling, many aspects have been researched and published, including those related to the 

methods and parameters involved in the modeling process. Publications on spatial modeling of PM2.5 using 

various methods have also been extensively conducted by previous researchers. Wang et al. [9] utilized the 

weather research and forecasting chemistry (WRF-Chem) method, which integrates weather prediction with 

atmospheric chemical processes, including aerosol and pollutant transport. Other researchers used 

meteorological data [8], [10], as well as satellite data such as aerosol optical depth (AOD) and normalized 

difference vegetation index (NDVI) to predict PM2.5 concentrations in certain regions [11][13]. Another 

group of researchers [14][16] applied interpolation methods in spatial modeling to predict PM2.5 values in 

areas lacking measurement data. Some researchers conducted spatial modeling by exploring spatial variables 

such as land use and topographic conditions of a region regarding the pattern of pollutant distribution using 

regression models [10]. On the other hand, more complex studies combine regression, interpolation, and other 

methods such as machine learning to generate a model capable of effectively and accurately predicting values 

in surrounding measurement areas, as evidenced in the study [17][20]. Currently, machine learning algorithms 

are continuously evolving to address increasingly diverse and complex challenges. One of these developments 

is the ensemble method, which combines multiple machine-learning models. Some studies on spatial modeling 

of PM2.5 present performance comparisons between single models and ensemble models, as observed  

in [17], [20]. 

Meanwhile, over the past 10 years, publications on PM2.5 in the form of article surveys or literature 

reviews on the topic of PM2.5 have been found in several publications. A systematic analysis of articles on a 

specific topic will help researchers identify research gaps and develop topics for further investigation. One of 

the methods increasingly used by authors is bibliometric analysis. Some of these articles include bibliometric 

reviews on general trends in PM2.5 research, bibliometric analysis on publications related to PM2.5 and its 

health impacts, and also bibliometric analysis on implementation of modeling method for PM2.5. 

Meng et al. [21] uses bibliometric methods to offer a comprehensive overview of PM2.5 research 

from 1993 to 2017 by analyzing articles retrieved from the Web of Science database. Simultaneously, this 

study [22] examines publications to reveal collaboration patterns among countries/territories, institutions, and 

authors, gain deeper insights into global trends, and pinpoint research frontiers related to PM2.5 from 1997 to 

2016, using data sourced from the Web of Science database. 

Other articles conduct bibliometric analysis on publications related to PM2.5 and its health impacts. 

Study [23] investigates the association between cancer and particulate matter through related publications from 

2012 to 2021 from a macroscopic perspective using the Web of Science database. Study [24] performs a 

bibliometric analysis of publications on PM2.5 exposure from 1992 to 2022 using the open-access tool, 

KNIME. Meanwhile, study [25] uses the bibliometric software CiteSpace to analyze relevant literature, 

covering all years up to 2020 from the Web of Science database, to gain a deeper and more structured 

understanding of the progress and frontiers of research related to the impact of PM2.5 on health. 

Furthermore, a bibliometric analysis was performed to explore the use of machine learning in PM2.5 

modeling. Jain et al. [26] examined the application of machine learning in air pollution modeling. This study 

aims to assess the current status and recent advancements in scientific research on using machine learning 

algorithms to address air pollution challenges. The Web of Science database was used for this study, covering 

the period from 1990 to 2022. The papers published on this topic were analyzed using VOSViewer and 

biblioshiny software. 

From the multitude of publications on survey articles using bibliometrics related to PM2.5 and the use 

of machine learning, to the best of the author's knowledge, no researcher has systematically and specifically 

reviewed publications that apply machine learning in spatial modeling of PM2.5. However, research on spatial 

modeling, specifically for PM2.5 parameters, has significant potential due to the high health and environmental 

risks posed by such pollutants. Similarly, the use of machine learning, which is increasingly popular in spatial 

modeling, addresses challenges related to data nonlinearity and other computational issues. Thus, this paper 

will examine the publication trends in spatial modeling of PM2.5 concentrations employing machine learning 

methods through bibliometric analysis. The survey of articles on the use of machine learning in spatial 

modeling will assist researchers in understanding trends in the application of machine learning methods for 

PM2.5 modeling. 



Indonesian J Elec Eng & Comp Sci  ISSN: 2502-4752  

 

Research trends in spatial modeling of PM2.5 concentration … (Retno Tri Wahyuni) 

1319 

This study aims to obtain a broad understanding of the use of machine learning algorithms in the 

context of spatial modeling of PM2.5. To gain a comprehensive understanding of the field's development status, 

the authors examined the available literature from the Scopus online database. These papers were exported to 

the VOSviewer software for analysis. Thus, this study provides researchers with broad insights into unique 

research questions about spatial modeling of PM2.5, including: a) what is the annual scientific publication 

growth related to this topic?, b) How has the amount of research on "spatial modeling and machine learning" 

evolved?, c) Which journals are the most productive?, d) How are collaborations among renowned researchers 

conducted?, e) Which countries are involved in collaborations on different aspects of PM2.5 spatial modeling?, 

f) What are the key terms associated with "spatial modeling, pm2.5 and machine learning" found in the 

literature? 

 

 

2. MATERIALS AND METHODS 

2.1.  Literature search strategy  

Extensive searching was conducted through the Scopus database using several keywords. The first 

strategy employed was to search for documents using the keywords "spatial modeling" and "PM2.5", 

excluding “machine learning”. This initial search yielded a total of 5,970 documents. The purpose of this 

search was to gain a more general overview of the trends in spatial modeling of PM2.5. Subsequently, a 

more specific search was conducted by adding the keyword “machine learning”. This was done to assess the 

trend of machine learning usage in spatial modeling, which is the investigated topic of this paper. Detailed 

criteria for publication search are outlined in Table 1. The data retrieval date was March 5, 2024, and English 

was chosen as the preferred language. Initially, 335 documents were obtained. All records were retrieved in 

.csv format and processed using Microsoft Excel. Through Microsoft Excel, the process involved completing 

author keyword records, enhancing, and refining bibliography data, and handling exceptions for inaccessible 

documents. 

 

 

Table 1. Summary of important information source retrieval 
Description Value 

Search query TS = ("spatial model" OR "spatial modelling" OR "spatial modeling" OR 

"spatial") AND ("pm2.5" OR "pm 2.5" OR "particulate matter 2.5") AND 

("machine learning" OR "machine-learning") 

Timespan 2014 to 2023 

Type of document Articles, conference papers, reviews, conference reviews, book chapter 

 

 

2.2.  Bibliometric analysis 

According to [24], the bibliometric analysis process consists of five steps: study design, data 

collection, data pre-processing, analysis, visualization, and interpretation of results. In this study, we conducted 

a co-author and co-occurrence analysis. Co-author analysis is conducted to determine the level of collaboration 

among authors on papers and to identify the most productive countries of the authors. Meanwhile,  

co-occurrence analysis aims to identify the keywords most frequently found in the publication documents. 

These keywords are a crucial part of the paper to understand the core of the research topic in the publication. 

Co-occurrence analysis of keywords refers to two or more keywords appearing together in some document. 

Through keyword analysis, various critical research topics and characteristics of a research field can be 

revealed. 

We used VOSviewer to conduct the co-author and co-occurrence analysis. VOSviewer is a freely 

available computer program for constructing and visualizing bibliometric maps. This tool was published by its 

creators in 2009 [27]. In the publication, it is explained that VOSviewer differs from most computer programs 

for bibliometric mapping. It is further explained that VOSviewer pays special attention to the graphical 

representation of bibliometric maps. The functionality of VOSviewer is very useful for displaying large 

bibliometric maps in an easily interpretable way. In addition to keyword analysis, this study also identifies 

other bibliographic data related to countries, sources, and authors. The analysis process is carried out with the 

assistance of Microsoft Excel. 

 

 

3. RESULTS AND DISCUSSION  

3.1.  Bibliometric analysis result 

As explained in the previous section, the document publication search strategy was conducted for the 

types of documents: articles, reviews, and proceeding papers. From the collected publications, totaling 335 

publications, on the topics of "spatial modeling," "PM2.5," and "machine learning," an overview of the 
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distribution of publication types can be obtained, as presented in Figure 1. The Scopus website has summarized 

the trend of these publication types. It can be seen that out of the total documents, 89% are articles, 6% are 

conference papers, 2% are review articles, 2% are conference reviews, and 1% are book chapters. 

 

 

 
 

Figure 1. Type of publication of the analyzed documents 

 

 

The publication trend on this topic from 2014 to 2023 can be seen in Figure 2. The graph shows a 

significant increase in publications on this topic, as evidenced by the growing number of publications released 

each year. This increase becomes more pronounced starting from 2020, peaking at 99 publications in 2022. 

Publications related to PM2.5 modeling are often associated with environmental issues, health, climate change, 

and pollution from urban and industrial activities. Research on PM2.5 from 2019 to 2022 is also strongly linked 

to the health impacts of the COVID-19 pandemic. 

 

 

 
 

Figure 2. Number of publications on spatial modeling of PM2.5 using machine learning from 2014 to 2023 

 

 

From Figure 3, it can be seen that the five subject areas contributing the most publications are 

"environmental science" at 34.99%, "earth and planetary sciences" at 18.82%, "computer science" at 7.47%, 

"Engineering" at 6.53%, and "Medicine" at 5.29%. Additionally, there are other subject areas totaling 26.6%, 

including "social sciences," "pharmacology, toxicology, and pharmaceutics," "chemistry," "mathematics," and 

others. The diversity of subject areas resulting from the search indicates that the use of machine learning in 

modeling the spatial distribution of PM2.5 concentrations is a multidisciplinary research field. 
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Figure 3. Subject area for publications on spatial modeling of PM2.5 using machine learning from  

2014 to 2023 

 

 

A summary of basic information about the analyzed documents is presented in Table 2. The table 

shows that the publication documents originate from various publishers, totaling 121 sources. The number of 

authors contributing to these publications is 1,762 individuals, with an average citation of 56 per document. 

The collaboration rate in these publications is calculated using a formula referenced in [28]. The value DC 

indicates the degree of collaboration, where 𝑁𝑚 is the total number of collaborative research documents, and 

𝑁𝑖 is the total number of individual research documents. The DC value in the range of  0.5 < 𝐷𝐶 < 1  indicates 

powerful collaboration in the writing of the papers. This figure shows that the number of collaborative research 

outputs exceeds those conducted individually. 

 

𝐷𝐶 =
𝑁𝑚

𝑁𝑚+𝑁𝑠
  

 

𝐷𝐶 =
329

329+6
= 0.98  (1) 

 

 

Table 2. Summary of important information 
Description Results 

Timespan 2014:2023 

Sources (journals, books) 121 

Documents 335 

Keywords plus (ID) 3035 

Authors’ keywords (DE) 863 

Average citations per document 56 

Authors 1762 

Authors of single-authored documents 5 

Authors of multi-authored documents 1757 

Single-authored documents 6 

Collaboration rate (degree of collaboration) 0.98 

0,16%
0,16%
0,16%
0,31%
0,47%
0,47%
0,62%
0,93%
1,24%
1,56%
1,87%
2,18%
2,18%
2,33%

3,58%
3,58%

5,13%
5,29%

6,53%
7,47%

18,82%
34,99%

Arts and Humanities

Neuroscience

Decision Sciences

Multidisciplinary

Materials Science

Biochemistry, Genetics and Molecular Biology

Physics and Astronomy

Chemistry

Social Sciences

Engineering

Earth and Planetary Sciences

0,00% 5,00% 10,00%15,00%20,00%25,00%30,00%35,00%40,00%

Su
b

je
ct

  A
re

a

Percentage

Document by Subject Area



                ISSN: 2502-4752 

Indonesian J Elec Eng & Comp Sci, Vol. 37, No. 2, February 2025: 1317-1327 

1322 

The co-authorship analysis was also conducted based on the researchers' countries of origin, which 

can indicate which countries are active in research related to spatial modeling of PM2.5 concentration 

distribution using machine learning. From the results of the unit analysis “countries” using VosViewer, there 

are 51 countries of origin of researchers conducting research on this topic, with 5 countries having the highest 

number of researchers presented in Table 3. 

 

 

Table 3. Countries of origin of researchers most active in research 
No Country Number of document 

1 China 197 

2 United States 126 

3 South Korea 21 

4 India 20 

5 United Kingdom 17 

 

 

Research on spatial modeling of PM2.5 is mostly conducted in China, followed by the United States, 

South Korea, India, and the United Kingdom. According to the world air quality report released by  

IQAir [1], [29], from 2022 to 2023, three of these five countries saw an increase in their rankings for countries 

with the highest average PM2.5 concentrations, while two countries saw a decrease in their rankings. China 

ranked 25th in 2022 and rose to 19th in 2023; South Korea from 56th to 50th; India from 8th to 3rd; while the 

United Kingdom fell from 101st to 112th and the United States from 99th to 102nd. The high level of research 

related to PM2.5 modeling is driven by several factors, including the increasing pollution levels in these 

countries, rapid urbanization and industrialization, government policies and regulations, technological 

advancements, public awareness, and the collaboration among researchers from different countries. 

In addition to these countries, there are also several countries of origin of researchers that are quite 

active, such as Canada, Taiwan, Hong Kong, Italy, Japan, Australia, Israel, Germany, Iran, and Sweden, with 

a range of research document numbers between 8 and 14 documents. Furthermore, several countries are starting 

to actively conduct research, such as Indonesia, Ghana, Norway, Bangladesh, Spain, and Poland. 

Research on the topic of spatial modeling of PM2.5 using machine learning still has significant 

opportunities for exploration, especially for researchers in countries with minimal research or those yet to delve 

into this topic. Another consideration for why this topic is compelling to investigate is its relevance to global 

environmental issues such as climate change and zero net carbon emissions. Additionally, the varying 

characteristics of different regions such as climate conditions, geography, and emission sources are strong 

reasons why spatial modeling for a specific area needs to be conducted. 

 

3.2.  Co-occurrence analysis of keywords  

Keywords are terms or phrases that succinctly reflect the topic of a paper. These keywords are useful 

in helping readers or researchers identify the content of the paper. The presence of keywords allows a paper to 

be more easily found in databases or search engines when someone is seeking information on a similar topic.  

Choosing good keywords will increase the chances of being cited and wider dissemination. Additionally, 

keywords help in categorizing and indexing research, making it easier for databases to group studies under the 

appropriate subject areas. 

In co-occurrence analysis of keywords, the trends of a topic as well as the relationships between 

keywords across papers can be observed from the analysis of the simultaneous appearance of keywords. By 

using the VOSviewer application, analysis can be conducted on the co-occurrence of both authors and 

keywords in terms of frequency and their associations. In this analysis, some common functional terms such 

as pronouns and prepositions are excluded. The results of this analysis provide deeper insights into how 

keywords relate to one another and can help identify patterns or themes that emerge in the research. 

After obtaining documents from the Scopus database and performing data pre-processing using 

Microsoft Excel, analysis was conducted using VOSviewer. By using co-occurrence analysis for author 

keywords, a total of 863 keywords were obtained. By applying a threshold of 5 documents where a keyword 

must appear, a total of 37 keywords were obtained. Figure 4 shows the main keyword map focused mostly on 

the analyzed documents. This keyword map can be divided into 6 clusters visualized with different colors. 

These clusters are based on the co-citation patterns among the analyzed journals. The clusters highlight distinct 

themes and trends within the research, illustrating how various keywords interrelate within the broader context 

of the study. 
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Figure 4. Network visualization 

 

 

Moreover, to identify the trend of using machine learning methods in the analyzed documents, co-

occurrence analysis was conducted on the author keywords unit, which indicates the types of machine learning 

methods. From 335 documents, a total of 770 keywords were obtained using a threshold of 1 document. 

Subsequently, the keywords were processed using Microsoft Excel. During the data processing, keywords that 

represent types of machine learning methods were selected, resulting in 82 keywords. Keywords that represent 

the same type of machine learning method but have different spellings were grouped into one method type. 

The results of this grouping show that there are 21 machine learning methods found in the documents, with the 

5 most frequently occurring methods presented in Table 4. 

 

 

Table 4. The most frequently found types of machine learning methods in the documents 
No Method Number of occurrence 

1 Random forest (RF) 49 

2 Deep learning 33 

3 Long short-term memory (LSTM) 17 

4 Extreme gradient boosting (XGBoost) 13 

5 Ensemble model 12 

 

 

From the results of the bibliometric search, it is evident that random forest is the most frequently 

found machine learning method as a keyword in the analyzed documents, followed by deep learning, LSTM, 

XGBoost, and ensemble model. RF is an ensemble model of the bagging type that combines several decision 

tree models. As an ensemble method, it has the advantage of higher accuracy and tends to be more robust 

against overfitting. Faster computation and the requirement for less data are also reasons why the RF method 

is widely used by researchers. Another ensemble method that is increasingly being used for spatial modeling 

is XGBoost, which uses the boosting principle. Besides ensemble methods, deep learning methods, including 

LSTM, are also often used in solving spatial modeling, especially for their ability to handle large, complex, 

and unstructured data. In research published in 2023, the RF method can be seen in studies [30][34]. 

Meanwhile, in the past 5 years, the deep learning method was found in studies [35][38], the LSTM network 

method in [39][41], the XGBoost method in [42][47], and the ensemble model method, which combines 

several varied models, was found in [48][54].  

In addition to the aforementioned 5 methods, there are several machine learning methods that are 

widely used by researchers, such as convolutional neural network (CNN), gradient boosting machine (GBM), 
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support vector machine (SVM), neural networks, and light gradient boosting machine (LGBM). With the 

variety of these methods, several research papers also discuss performance comparisons of various machine 

learning methods in spatial modeling of PM2.5, as found in [44], [49], [52], [53]. 

The visualization map of the density of machine learning method usage can be seen in Figure 5. The 

prevalence of these five methods is evident from their positions on the map, which are located in the orange 

and yellow-colored areas with larger label sizes. The red areas on the map indicate keywords that previous 

researchers have widely used, while colors further from red indicate keywords that researchers have not 

extensively used. 

 

 

 
 

Figure 5. Density visualization 

 

 

The development of machine learning methods opens opportunities for researchers to improve the 

performance of models that have been widely used, conduct comparative studies of existing methods, develop 

new methods, or investigate methods that are still underutilized by other researchers. Research can also be 

conducted by applying machine learning methods to case studies of specific geographical areas and comparing 

the results of method application across different regions. Several keywords in Figure 5 can be used to identify 

research gaps in existing studies. In research on spatial modeling of PM2.5, collaboration among researchers 

across regions and countries can also be conducted to exchange ideas regarding model transfer and factors 

influencing the model. 

 

 

4. CONCLUSION  

The results of the bibliometric study conducted indicate that research on "spatial modeling," "PM2.5," 

and "machine learning" from 2014 to 2023 has experienced an increasing trend, with the peak of the highest 

number of publications occurring in 2022. The research results show that various disciplines have been 

involved, such as "environmental science," "earth and planetary sciences," "computer science," "Engineering," 

and "Medicine," making it an interdisciplinary study area. The collaboration rate in these publications is also 

very high, at 0.98, indicating that most publications are written collaboratively rather than individually. Based 

on the results of the co-authorship analysis, research documents on spatial modeling of PM2.5 using machine 

learning come from various countries, with the highest number of documents being the result of researchers 

from China, followed by the United States, South Korea, India, and the United Kingdom. Many machine 

learning algorithms in studies of spatial modeling of PM2.5 have addressed modeling techniques, and the 

results of co-occurrence analysis conclude that the random forest method is popular among researchers, 
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followed by deep learning, LSTM, XGBoost, and ensemble model. The development of machine learning 

methods opens opportunities for researchers to conduct further research such as improving model performance, 

comparative studies, developing new methods, or applying methods to case studies of unexplored regions. 

Research on this topic still has significant opportunities for exploration, especially for researchers in countries 

with minimal research, because the relevance of this topic to global environmental issues and its unitary nature 

depends on the characteristics of different regions. 
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