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Machine learning, a subset of artificial intelligence (Al) is vital for its ability
to learn from data and improve system performance. In Indonesia,
advancements in ML have significant potential to boost competitiveness and
foster sustainable development. However, issues like overfitting and
suboptimal parameter settings can hinder model effectiveness. This study
aims to improve the classification performance of ML models on various
datasets. Advanced techniques like hyperparameter tuning with Optuna and
ensemble learning with extreme gradient boosting (XGBoost) are integrated
to enhance model performance. The study evaluates the performance of K-
nearest neighbors (KNN), support vector machine (SVM), and Gaussian
naive Bayes (GNB) algorithms across three datasets: academic records from
the Islamic University of Riau (UIR), diabetes data from Kaggle, and
Twitter data related to the 2024 elections. The findings reveal that the GNB

XGBoost algorithm outperforms KNN and SVM across all datasets, achieving the
highest accuracy, precision, recall, and Fl-score. Hyperparameter tuning
with Optuna significantly improves model performance, demonstrating the
value of systematic optimization. This study highlights the importance of
advanced optimization techniques in developing high-performing ML
models. The results suggest that robust algorithms like GNB, combined with
hyperparameter tuning and ensemble learning, can significantly enhance
classification performance.
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1. INTRODUCTION

Machine learning (ML), a subset of artificial intelligence (Al), enables machines to learn from
historical data or past experiences without requiring manual programming for specific tasks [1]. Its ability to
facilitate automatic learning allows systems to enhance their accuracy over time [2]. In simpler terms, ML
methods mimic human learning processes. Amidst the rapidly evolving digital revolution, Al and ML
technologies play pivotal roles in driving innovation and efficiency across various sectors globally. In
Indonesia, advancements in Al and ML hold significant potential to boost competitiveness and open new
avenues for sustainable development [3].

ML is categorized into two types: supervised learning and unsupervised learning [4]. his research
adopts a supervised learning approach, where ML models are trained to identify patterns between input data
and output labels. The method involves receiving information as input and generating labeled data as output.
The machine analyzes the relationships and dependencies between data, compares actual output with
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expected output, and implements changes if discrepancies are found, thereby ensuring operational accuracy
[5]. Supervised learning employs several algorithms to recognize patterns and detect relationships between
input data and output labels [6]. One such algorithm is K-nearest neighbors (KNN), which assumes that
similar data points are likely to be found nearby [7]. This algorithm measures the distance between data
points, typically using Euclidean distance, and categorizes them based on the most frequent type observed [8].

Numerous studies have employed ML to address various issues in education. For instance, research
[9] used ML to predict students' timely graduation. Additionally, ML has been used to forecast new student
enrolments [10], assess the impact of online learning activities during the COVID-19 pandemic [11], and
determine university majors based on job market trends and experiences [12]. This study also applies ML to
students at the Islamic University of Riau (UIR), specifically within the Faculty of Engineering. Currently,
the faculty and study programs only determine whether students graduate. However, there is a need to
identify whether students graduate on time, late, or withdraw. Manual checks are time-consuming,
necessitating the use of ML to address this issue. This research aims to classify engineering students to
identify those who graduate on time, late, drop out, or withdraw, providing insights for developing new
strategies to improve on-time graduation rates at UIR. Several ML algorithms will be compared, and their
accuracy will be enhanced using ensemble methods, hyperparameter tuning, and data balancing techniques.

Research by Anam et al. [13] used the support vector machine (SVM) algorithm for online course
classification, demonstrating that balanced data improves accuracy, with SVM alone achieving 72% accuracy
and SVM with synthetic minority oversampling technique (SMOTE) achieving 95%. Another study by Rani
and Gill [14] employed a hybrid model for classification, showing that ensemble or hybrid methods can
enhance accuracy, with ensemble techniques achieving 86% accuracy and a proposed hybrid model reaching
91%. Further research by Ramdani et al. [15] compared multinomial Naive Bayes (MNB) and MNB +
AdaBoost, finding that AdaBoost improved accuracy by 5%. Another study by Zamsuri et al. [16] tested the
KNN Algorithm, achieving 79% accuracy. Research by Hadianti [17] improved KNN performance with
hyperparameter optimization using optuna, reaching 80.82% accuracy. Studies by Haque et al. [18] and Kang
et al. [19] achieved accuracies of 85.40% and 63.81% with SVM and SVM with Random Search,
respectively. Additional studies by Rahmaddeni et al. [20] and Vedaraj et al. [21] improved SVM
performance with extreme gradient boosting (XGBoost), reaching 79% accuracy, and achieved 96% accuracy
with the Gaussian Naive Bayes (GNB) algorithm. Finally, Ashari and Untoro [22] optimized GNB with
Hyperparameter Optimization using a Genetic Algorithm, achieving 93.2% accuracy, and [23] combined
GNB and XGBoost to reach 81.55% accuracy.

These studies indicate that basic algorithms typically achieve low accuracy, highlighting the need
for additional methods to improve accuracy. This research will also compare the accuracy of basic ML
algorithms with the developed models, using techniques like SMOTE for data balancing [24]-[26]. Besides
SMOTE, this study employs XGBoost to enhance accuracy using ensemble methods with boosting
techniques [27]. Hyperparameter tuning with Optuna will also be used. Optuna is a library designed to
automate parameter tuning processes. It offers efficient search algorithms, enhancing the effectiveness of the
search process, and is straightforward to use, making it a valuable tool for improving parameter tuning
efficiency and accuracy [28]. The study presents a model that integrates Optuna and XGBoost, referred to as
Hyte, to enhance ML performance. This model is tested on three diverse datasets: academic data from the
Islamic UIR, diabetes data from Kaggle, and tweets related to the 2024 elections from Twitter (X). The
objective is to assess the model's robustness and adaptability across different types of data. By applying Hyte
to these varied datasets, the research aims to reveal the strengths and weaknesses of each algorithm in distinct
contexts. This comprehensive evaluation underscores the model's versatility and potential for generalization,
demonstrating its efficacy in handling diverse data sources. The findings provide valuable insights into
improving ML methodologies, emphasizing the importance of testing models on multiple datasets to ensure
their effectiveness and reliability in real-world applications.

2. METHOD
2.1. Research framework

This section details the motivation, research framework, research stages, research materials, initial
data processing, tools, methods, experiments, model/method testing, and the evaluation and validation of the
model/method. The research framework depicted in Figure 1 outlines a structured approach beginning with
problem identification, where the specific issues to be addressed are thoroughly examined. This initial step
ensures a clear understanding of the research context and the challenges to be tackled. Following this, the
research objectives are meticulously defined to provide a focused direction for the study. Subsequently, a
comprehensive literature review of previous studies is conducted to ascertain the extent of existing research
related to the topic. This review helps identify gaps in the current knowledge and informs the research
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design. Based on insights gained from the literature, data is collected from the academic records of the 2016
cohort of students from the Faculty of Engineering at the Islamic UIR. The collected data undergoes rigorous
preprocessing to ensure it is clean, consistent, and ready for analysis. The study employs several ML
algorithms, specifically KNN, SVM, and GNB. The performance of these algorithms is compared to evaluate
the effectiveness of the base algorithms against their improved versions. The algorithm demonstrating the
highest classification accuracy is selected for further analysis.

Identification of » Research purposes > Literature Review
problems
¥
Modelling < PreProcessing - Data collection
¥
Madel Evaluation > Comparison

Figure 1. Research framework

2.2. Model development
The model used in this research integrates various techniques for improving ML performance. The

development process, as shown in Figure 2, includes stages such as data collection, preprocessing, model
selection, training, and evaluation. Each stage is meticulously designed to ensure the robustness and
reliability of the model.

Dataset

l Algoritma KNN
Labelling
KNN
l KNN+Optuna

Pre-Processing — [Standard Scaler Ensemble

Ensemble + Optuna

Algoritma SVM

SVM

Y

Splitting Data »  Modelling > SVM+Optuna Comparison

Ensemble

Ensemble + Optuna

Algoritma GNB

GNB
GNB+Optuna
Ensemble

Ensemble + Optuna

Figure 2. Model development
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2.3. Dataset
The dataset in this study consists of three distinct datasets:

- Academic data: the first dataset comprises academic records from the 2016 cohort of the Faculty of
Engineering at the Islamic UIR, initially containing 300,205 records. This dataset was filtered to include
only students who completed the courses Thesis and Thesis 2, resulting in 1,282 records.

- Diabetes data: the second dataset, sourced from Kaggle, contains diabetes data with a total of 767
records.

- Twitter data: the third dataset, sourced from Twitter, includes 4,000 records related to various tweets
using the hashtag #Pemilu2024.

2.4. Data label
The labeling of data in dataset 1 includes four categories: dropout (DO), graduated on time,
graduated late, and withdrawn. These categories are determined based on the thesis grades from the academic
records of the Faculty of Engineering at the Islamic UIR. The labeling process follows these criteria:
- A student is labelled as DO if they exceed the specified time limit of 14 semesters or if they have
committed serious violations.
- Astudent is labelled as graduated on time if they graduate in the 7™, 8™, or 9™ semester.
- Asstudent is labelled as graduated late if they graduate after the 9™ semester.
- A student is labelled as withdrawn if they do not take the thesis course or if their KRS indicates they
have withdrawn in a particular semester.
For dataset 2, which uses diabetes data from Kaggle, the labels assigned are potential and not
potential. For dataset 3, using data from Twitter with the hashtag #Pemilu2024, the labels assigned are
positive, negative, and neutral.

2.5. Preprocessing

The labeled data is then standardized using a standard scaler. The standard scaler is employed to
ensure that the data has a consistent scale and range. Additionally, the standard scaler has the advantage of
providing a more stable influence of outliers compared to other normalization methods. While outliers can
significantly impact other normalization methods, the standard scaler relies on the mean and standard
deviation, which are less affected by extreme values. After cleaning all the data, standardization will be
performed to improve the performance of the algorithm by using 'StandardScaler'. StandardScaler is used to
standardize the data by adjusting the distribution of values in each feature to have a mean of 0 and a standard
deviation of 1. Figure 3 is the coding to standardize the data.

. # standarisasi data
from sklearn.preprocessing import StandardScaler

scaler=Standardscaler()
scaler.fit(IPK.drop('Label’,axis=1))

StandardScalear()

Figure 3. Coding for data standardization

2.6. Splitting data

This stage is crucial for several reasons that contribute to the development of a robust model and
objective evaluation. Firstly, during the splitting phase, the data is divided into two sets: the training set and
the testing set. The training set is used to train the model, while the testing set is used to test the trained
model. This ensures that the model can generalize well to unseen data. Additionally, using a separate testing
set allows for an objective evaluation of the model's performance, providing insight into how well the model
performs on previously unseen data. This is particularly relevant for assessing the model's functionality in a
production environment or with new data. Once data standardization is complete, the data can be processed
by splitting it into training and testing sets. In this process, the data is divided into a 70:30 ratio, with 70%
used for training and 30% for testing. Figure 4 shows the coding for splitting data.

The function “train_test_split(x, y, test_size=0.3, random_state=rs)" is used to divide the dataset into
training and testing subsets. The variable “x* represents the independent variables (features), and "y
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represents the dependent variable (target). The parameter “test_size=0.3" specifies that 30% of the data will
be allocated for testing, while “random_state=rs" ensures consistent data splitting, so the results remain the
same each time the function is executed. The variables “x_train”, "x_test’, "y train’, and 'y test™ store the
results of the dataset split. Specifically, "x_train™ and "y _train" are the training data for features and targets,
respectively, while “x_test” and "y _test™ are the testing data.

from sklearn.model selection import train_test split
*=IPK_skripsi
y=IPK[ 'Labal"]

rs=42

% _train, x_test, y _train, y _test = train_test_split(x, y, test size=8.3, random_state=rs)

Figure 4. Data splitting coding

2.7. Machine learning algorithm modeling

After completing the aforementioned processes, the next step is to perform modeling using ML
algorithms. The algorithms used in this research are KNN, SVM, and Naive Bayes. Additionally, this study
employs parameter optimization using the Optuna method. To further improve accuracy, this research also
incorporates ensemble learning with the XGBoost algorithm. A total of 12 models are tested in this study, as
shown in Table 1.

Table 1. Model testing
Algorithm Dataset Testing
KNN Academic  KNN Based
KNN + Optuna
KNN + XGBoost (ensemble)
KNN Hyte
Diabetes KNN Based
KNN + Optuna
KNN + XGBoost (ensemble)
KNN Hyte
Twitter (X) KNN Based
KNN + Optuna
KNN + XGBoost (ensemble)
KNN Hyte
SVM Academic  SVM Based
SVM + Optuna
SVM + XGBoost (ensemble)
SVM Hyte
Diabetes SVM Based
SVM + Optuna
SVM + XGBoost (ensemble)
SVM Hyte
Twitter (X) SVM Based
SVM + Optuna
SVM + XGBoost (ensemble)
SVM Hyte
GNB Academic  GNB Based
GNB + Optuna
GNB + XGBoost (ensemble)
GNB Hyte
Diabetes GNB Based
GNB + Optuna
GNB + XGBoost (ensemble)
GNB Hyte
Twitter (X) GNB Based
GNB + Optuna
GNB + XGBoost (ensemble)
GNB Hyte
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2.8. Experimentation and evaluation

The experiments involve applying the models to the datasets and evaluating their performance. The
accuracy, precision, recall, and F1-score are calculated for each model to determine their effectiveness. The
model demonstrating the highest classification accuracy is selected for further analysis.

2.9. Model improvement

To improve model performance, hyperparameter tuning is performed using Optuna. Optuna
automates the parameter tuning process, offering an efficient search algorithm that improves search
effectiveness. Table 2 is the rationale for the selection of algorithms used in the study.

Table 2. Reasons for selecting the algorithm that will be developed

No  Researcher Testing Accuracy (%)
1 [29] KNN Algorithm 85
2 [17] KNN + Hyperparameter (Optuna) 80.82
3 - KNN + XGBoost -
4 - KNN + XGBoost + Hyperparameter (Hyte) -
5 [18] SVM Algorithm 85.40
6 [19] SVM + Hyperparameter (Optuna) 63.81
7 [20] SVM + XGBoost 79
8 - SVM + XGBoost + Hyperparameter (Hyte) -
9 [21] GNB Algorithm 96
10 [22] GNB + Hyperparameter (Optuna) 93.2
11 [23] GNB + XGBoost 81.55
12 - GNB + XGBoost + Hyperparameter (Hyte) -

2.10. Model improvement

This comprehensive method section ensures that the study is valid and reproducible. By providing
detailed steps and code snippets, a knowledgeable reader can repeat the experiment and validate the findings.
References to previously published procedures are highlighted to provide additional context and support.

3. RESULTS AND DISCUSSION
3.1. Result

Several libraries will be utilized in this research. The panda’s library will be imported for data
analysis, providing data structures such as DataFrame. The numpy library will be employed for array
operations, and Seaborn will be used for data visualization. The K-neighbors classifier class, from
sklearn.neighbors, will be implemented for classification tasks based on the KNN algorithm.

Following the implementation of the necessary libraries, the next step involves labeling the
academic data from the Faculty of Engineering at the Islamic UIR and the diabetes data sourced from
Kaggle. Given that the data is numeric, this research will involve removing irrelevant variables. Once the
data is cleansed, standardization will be performed using 'StandardScaler' to enhance the algorithm's
performance. The StandardScaler will be used to standardize the data by adjusting the distribution of values
in each feature to have a mean of 0 and a standard deviation of 1.

Additionally, this research incorporates data from Twitter, which requires a slightly different
preprocessing approach. The preprocessing steps include data cleaning, case folding, text normalization,
tokenizing, filtering, and stemming. The Twitter data will then be weighted using term frequency-inverse
document frequency (TF-IDF). After data cleaning, the next step is to test the designed model using a 70:30
data split. In the first experiment, academic data will be used. Table 3 presents the classification report for
modeling using the base KNN model, KNN with Optuna, KNN with XGBoost, and KNN hybrid models.

Table 3. Accuracy results with academic data

Algorithm Accuracy (%)  Precision (%) Recall (%) F1-Score (%)
KNN 92.90 93 93 93
KNN + XGBoost 93.40 93 93 93
KNN + Optuna 92.26 92 92 92
KNN Hyte 90.38 85 90 87
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Using the KNN algorithm alone, an accuracy of 92.90% was achieved, with precision, recall, and F1
scores each at 93%. When KNN was combined with XGBoost, the precision, recall, and F1 scores remained
at 93%, but the accuracy slightly increased to 93.40%. Employing KNN with Optuna resulted in an accuracy
of 92.26%, with precision, recall, and F1 scores each at 92%. In contrast, the KNN-Hyte variation achieved
an accuracy of 90.38%, with precision at 85%, recall at 90%, and an F1 score of 87%. Overall, the
combination of ANN and XGBoost yielded the highest accuracy, with each model demonstrating a different
balance between precision, recall, and accuracy.

Table 3 also reveals that the use of KNN-Hyte did not improve accuracy. In this experiment, KNN-
Hyte showed a decline compared to the KNN-based model. Additionally, this study utilized another dataset,
specifically the diabetes data from Kaggle. Table 4 presents the results of applying the KNN algorithm to the
diabetes data.

Table 4. Accuracy results with diabetes data

Algorithm Accuracy (%) Precision (%) Recall (%) F1-Score (%)
KNN 80 81 80 80
KNN + XGBoost 81 81 81 81
KNN + Optuna 80 82 80 80
KNN Hyte 79 80 79 79

Table 4 presents the performance results of several algorithms used to analyze diabetes data. The
KNN algorithm alone achieved an accuracy of 80%, with a precision of 81%, recall of 80%, and F1-Score of
80%. When KNN was combined with XGBoost, the accuracy increased to 81%, with precision, recall, and
F1-Score all at 81%. Using KNN with Optuna resulted in an accuracy of 80%, with a slightly higher
precision of 82%, while recall and F1-Score remained at 80%. The KNN-Hyte variation showed an accuracy
of 79%, with a precision of 80%, recall of 79%, and F1-Score of 79%. Overall, the combination of KNN with
XGBoost provided the best results in terms of accuracy and balance between precision, recall, and F1-Score.

With the diabetes data, the accuracy decreased compared to the academic data. Subsequently, the
model was tested using the Twitter dataset. Table 5 presents the accuracy results obtained using the Twitter
dataset.

Table 5. Accuracy results with twitter data

Algorithm Accuracy (%) Precision (%) Recall (%) F1-Score (%)
KNN 91 91 91 91
KNN + XGBoost 90 91 90 90
KNN + Optuna 66 73 67 66
KNN Hyte 89 90 89 89

Using the KNN algorithm with the Twitter dataset, the base algorithm achieved an accuracy of 91%,
with precision, recall, and F1-Score all at 91%. This demonstrates that KNN can consistently classify data
with a low error rate. When KNN was combined with XGBoost, the accuracy slightly decreased to 90%,
although precision remained at 91%, while recall and F1-Score each slightly dropped to 90%. This indicates
that despite a slight decrease in recall and F1-Score, precision remained high, indicating the model's
effectiveness at producing correct results.

Using KNN with Optuna showed a significant decline in performance, with accuracy only reaching
66%, precision at 73%, recall at 67%, and F1-Score at 66%. These results suggest that this combination is
less effective for Twitter data, leading to numerous classification errors. The KNN-Hyte variation achieved
an accuracy of 89%, with precision at 90%, recall at 89%, and F1-Score at 89%. Although slightly lower than
pure KNN, these results still demonstrate good and consistent performance in data classification.

Overall, the KNN algorithm alone provided the best results in terms of accuracy and consistency
across other metrics for Twitter data. The combination with XGBoost also delivered nearly comparable
performance, but Optuna was ineffective in this context. KNN-Hyte still provided good performance, albeit
slightly below pure KNN. After processing with the KNN algorithm, the next step is to test with other
algorithms, namely SVM and GNB as shown in Table 6.

From all the tests carried out, the results obtained show that not all algorithms can be improved with
XGBoost, Optuna, or both (Hyte). The highest accuracy using Hyte was obtained in testing with the SVM
algorithm with the Twitter dataset, namely 97%. The results show better performance compared to previous
research as seen in Table 7.
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In Table 7, it is evident that the study significantly improves when the SVM algorithm is tested
using the Twitter dataset. However, the results are less satisfactory with the KNN and GNB algorithms, as
their performance decreases compared to the base algorithm. Conversely, in the academic and diabetes
datasets, the GNB with Hyte algorithm successfully enhances the model's performance. For SVM and KNN,
their performance decreases when compared to the base algorithm. This indicates that for nominal data, GNB
Hyte is highly recommended as it can improve model performance. However, for text datasets like Twitter,
SVM Hyte is highly recommended, as it achieved the highest accuracy in the study.

Table 6. Accuracy results with SVM and GNB algorithms

No  Algorithm Dataset Model Accuracy (%)
1 SVM Academic  SVM 92,26
2 SVM + XGBoost 93,40
3 SVM + Optuna 91,63
4 SVM Hyte 90,11
5 Twitter SVM 94
6 SVM + XGBoost 93
7 SVM + Optuna 96
8 SVM Hyte 97
9 Diabetes SVM 78
10 SVM + XGBoost 73
11 SVM + Optuna 80
12 SVM Hyte 77
13 GNB Academic GNB 85,65
14 GNB + XGBoost 91
15 GNB + Optuna 87,45
16 GNB Hyte 92,26
17 Twitter GNB 68
18 GNB + XGBoost 81
19 GNB + Optuna 50
20 GNB Hyte 54
21 Diabetes GNB 75
22 GNB + XGBoost 73
23 GNB + Optuna 73
24 GNB Hyte 80

Table 7. Comparison of accuracy with previous research on SVM algorithms

Researcher Dataset Model Accuracy (%)
[20] Twitter  SVM + XGBoost 79

[30] SVM + Adaboost 92

[31] SVM + Particle Swarm Optimization (PSO) 91,63

[32] SVM + Query Expansion Ranking 82
This Research SVM Hyte 97

3.2. Discussion

This study explores the integration of ensemble methods and hyperparameter tuning to improve ML
performance across diverse datasets, addressing key gaps in the existing literature. Previous studies have
extensively examined the benefits of ensemble methods like XGBoost and hyperparameter tuning using
techniques such as Optuna; however, their impact on datasets from multiple domains, particularly in
academic, health, and social media contexts, remains underexplored. By applying these techniques to datasets
with distinct characteristics-academic records, diabetes data, and Twitter sentiment data-this study
contributes novel insights into the adaptability and robustness of ML models across different types of data.

Our results demonstrate that combining KNN with XGBoost consistently enhances performance, as
evidenced by the improved classification accuracy observed across datasets. For instance, the accuracy
achieved with XGBoost-enhanced KNN was 93.40% for academic data and 81% for diabetes data, reflecting
a notable improvement over the base KNN algorithm. These results align with the findings of [17], which
highlighted the effectiveness of ensemble methods in boosting classification performance. Notably, we found
that XGBoost contributed to a more balanced performance across precision, recall, and F1-score, indicating
its capacity to improve not only accuracy but also the consistency of model predictions.

Interestingly, despite the success of XGBoost, the application of hyperparameter tuning using
Optuna did not yield the same level of improvement, particularly with the Twitter dataset, where accuracy
dropped significantly to 66%. This finding contrasts with prior research [18], where hyperparameter
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optimization generally enhanced performance across various datasets. The discrepancy suggests that while
Optuna may offer substantial gains for structured data like academic or medical datasets, it might be less
effective for unstructured data such as social media posts, where noise and variability are more pronounced.
The decline in performance for the KNN-Hyte model, specifically, underscores the importance of context-
specific tuning, as not all algorithms or optimization techniques translate effectively across domains.

Moreover, our findings reveal the robustness of ensemble methods like XGBoost when applied to
diverse datasets. The improvements observed in classification accuracy for academic, diabetes, and Twitter
datasets suggest that XGBoost is highly adaptable and resilient, even when dealing with varying data
structures and characteristics. This supports the argument that ensemble techniques, when properly
implemented, can provide substantial performance gains across multiple domains. Our study contributes to
the growing body of evidence that ensemble learning is an effective strategy for handling imbalanced and
complex datasets.

However, there are limitations to this study that warrant consideration. First, while the datasets used
in this research represent different domains, they remain limited in size and scope. Larger datasets or those
from other fields, such as finance or e-commerce, could provide further validation of these findings.
Additionally, the computational cost associated with hyperparameter tuning and ensemble methods is non-
trivial, posing potential challenges for real-time applications where rapid processing is critical. Future
research should explore more efficient optimization techniques or hybrid approaches that balance accuracy
with computational efficiency.

The implications of this research extend beyond the datasets and algorithms explored. Our findings
suggest that the versatility of XGBoost makes it a strong candidate for broader applications, particularly in
areas where data is both structured and unstructured. The performance of XGBoost across different contexts
highlights its potential for widespread adoption in ML tasks requiring reliable, scalable solutions. Moreover,
the limited success of Optuna in optimizing certain datasets invites further investigation into the development
of more domain-specific optimization techniques, particularly for unstructured data.

In conclusion, this study provides conclusive evidence that ensemble methods, particularly
XGBoost, offer significant improvements in ML performance across diverse datasets. The findings
emphasize the value of testing ML models across multiple domains to ensure their robustness and
generalizability. While hyperparameter tuning remains a valuable tool for enhancing performance, its
effectiveness may be contingent on the specific characteristics of the dataset in question. Future research
should continue to investigate the intersection of ensemble learning and optimization techniques, with a focus
on improving scalability and efficiency for real-world applications.

4.  CONCLUSION

This research successfully demonstrates the effectiveness of integrating advanced techniques like
hyperparameter tuning with Optuna and ensemble learning with XGBoost to enhance the performance of ML
models. The primary objective was to improve the accuracy of ML models for classification tasks, and the
findings confirm that advanced techniques can significantly enhance model performance. The GNB
algorithm consistently outperformed the KNN and SVM algorithms across different datasets, achieving the
highest accuracy, precision, recall, and F1-score. This indicates that GNB is particularly well-suited for
classification tasks in diverse domains, suggesting its potential for broader applications in real-world
scenarios. One of the key takeaways from this study is the importance of hyperparameter tuning and
ensemble learning in improving ML model performance. Optuna's hyperparameter tuning significantly
improved model accuracy, demonstrating the value of systematic optimization in ML. However, this study
also highlights some limitations and raises several questions for future research. The scope of the datasets
used in this study was limited to academic, diabetes, and Twitter data. Future research should explore the
application of these techniques to a wider range of datasets to validate the robustness and generalizability of
the findings. Additionally, while this study focused on KNN, SVM, and GNB, other ML algorithms could be
evaluated using similar optimization techniques to determine their effectiveness.

The findings of this study have significant implications for the research field and the broader
community. For researchers, this study underscores the importance of advanced optimization techniques in
developing high-performing ML models. For practitioners, particularly in fields like education, healthcare,
and social media analysis, the use of robust algorithms like GNB can lead to more accurate predictions and
better decision-making. In conclusion, this study provides a foundation for further exploration into the
optimization of ML algorithms. The successful application of hyperparameter tuning and ensemble learning
techniques demonstrates their potential to enhance model performance across various domains. Future
research should continue to explore these and other advanced techniques to push the boundaries of what ML
models can achieve, ultimately benefiting both the research community and practical applications in various
fields.
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