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Crop diseases are one of the main problems facing the farming sector.
Detecting plant diseases using some automatic techniques is advantageous
because it recognizes problems early and eliminates a significant amount of
monitoring effort on massive farms. Numerous investigators have created
various metaheuristic optimizing and an innovative technique for deep
learning to recognize and classify plant illnesses. This research analyzes
many loT-based methods for automated plant disease identification and
detection. The automatic module for detecting plant diseases provides data
to a sink node that the system maintains to facilitate l1oT-based monitoring.
Numerous methods based on plant disease and computer vision exist. Thirty-
three papers in all are examined here. This research also offers a thorough
understanding of how to enhance loT-integrated plant disease detection and
identification capabilities. In addition to this, various problems and research
gaps are noted along with potential research.
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1. INTRODUCTION

Agriculture has been one of the primary forces for economic progress in India. Farmers in remote
locations could believe it is difficult to differentiate between several illnesses that might harm their crops [1].
Pests and diseases harm crops or plant components, reducing food production and increasing food poverty [2].
A plant disease alters and destroys plant's original characteristics, changing and affecting natural purpose [3].

Plant diseases are becoming more and more difficult to visually diagnose from signs on plant leaves [4].
Plant diseases are difficult to diagnose with image processing because diverse and related plants' leaves
varied so greatly in size, texture, color, and form [5]. The result prompted the development of image-
processing tools that use the morphological properties of plant leaves to predict and identify illnesses [6].
The input images of the leaves are divided into healthy and diseased photographs in the second step by means
of a specific classifier [7]. The 10T ecosystem makes farming easier by enabling farmers to connect with a
wide variety of crops with flexibility [8]. Crop diseases are one of the biggest problems the farming sector is
now facing. Automated systems for plant disease identification offer various advantages, such as early
symptom detection and reduced monitoring work in big farms [9]. Numerous researchers have created many
algorithms to detect and diagnose plant diseases, based on deep learning and metaheuristic optimization [10].
This article examines the many methods for automated plant disease identification and detection based on the
loT [11]. The loT-based monitoring is accomplished by keeping a sink node attached to the automated
disease detection module [12]. The process of identifying a healthy leaf from a sick leaf is based on
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morphological characteristics such as texture, color, form, pattern, and other features. A variety of methods

based on plant disease and computer vision techniques [13]. This research also provides information on how

to improve the performance of loT-based plant disease diagnosis and detection . There are also a number of

issues and research gaps identified in addition to potential investigations [14].

Many researchers have divided plant disease diagnosis into two categories. In the first group, leaf
image data is used to categories illnesses directly [15]. Defines deep learning as a neural network learning
process; one of its characteristics is its capacity to automatically identify features in pictures by identifying
patterns [16]. Deep learning models called convolutional neural network (CNN) are frequently used in image
processing to identify and extract data from plants [17]. The system currently uses the K nearest neighbor
(KNN) algorithm for the classification methods most frequently used to diagnose plant diseases [18]. Plant
diseases are increasingly challenging to diagnose visually due to the diverse and subtle symptoms exhibited
on plant leaves [19]. The complexity of cultivated crops, which includes a wide variety of species with
unique characteristics, further complicates this process [20]. Additionally, the sheer volume of plants that
require monitoring exacerbates the difficulty [21]. Even experienced agricultural experts and plant
pathologists struggle to accurately diagnose specific diseases because the symptoms can be easily confused
with those of other conditions or environmental factors [22]. This often results in incorrect diagnoses and
subsequently inadequate or ineffective solutions, which can lead to significant agricultural losses and hinder
effective disease management [23]. The main contributors found that integrating deep learning with
metaheuristic optimization significantly improves the accuracy and efficiency of loT-based plant disease
detection systems. This study uses deep learning and optimisation techniques to address the limitations of
earlier research on loT-based disease detection and identification. The main objective of the comprihensive
survey on Detection and Identification of plant disease is:

— To highlight and explore new technologies that have recently been developed for plant disease detection,
such as advanced imaging systems, Al-driven analysis, and loT sensors

— To provide a detailed comparison of various detection methods (e.g., traditional vs. modern approaches)
in terms of time and accuracy to different plant species and diseases.

— To review and suggest improvements to existing models used in disease detection, integrating recent
advancements in machine learning, deep learning and data analytics with 10T sensors.

The precise identification of specific diseases in cultivated crops is often challenging, even for
experienced plant pathologists and agricultural professionals, due to their sheer bulk and complexity. Plant
diseases are difficult to diagnose with image processing because diverse and related plants' leaves varied so
greatly in size, texture, color, and form [24]. To overcome this a comprehensive survey has been taken for the
identification of plant disease:

— Researching many techniques for internet of things-based automated plant disease identification and
detection with gathered images.

— To provide an in-depth review of many trustworthy data source on plant disease identification and
detection.

— An analysis of current research on plant disease recognition using loT utilizing deep learning and meta
heuristic optimization approach was conducted, addressing the limitations of the review papers that are
currently available on disease detection.

— To present a future model for overcoming the current constraint and creating effective plant disease
detection technology

2. ANALYSIS OF DISEASES
The following objectives are achieved using image analysis:
— Spotting diseases on the fruit, stem, and leaves.
— Discover the cause of the problem region.
— ldentify the damaged area's type.
Viruses, bacteria, and fungi are the primary diseases that damage leaves. In Figure 1 shows that the
various plant disease has been represented.

2.1. Viral disease symptoms

The ones caused by infections are the hardest plant diseases to diagnose [25]. There are no
indicators that may be continually observed and are misdiagnosed as nutritional deficits or damage. The
symptoms of a viral sickness are shown in Figure 2(a).
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2.2. Bacterial disease symptoms
Infectious bacteria in vegetables can give rise to severe infections. They must enter via wounds or

plant holes since they cannot simply permeate plant tissue. The bacterial disease symptom has been depicted
in Figure 2(b).

2.3. Fungal disease symptoms
Fungus is the source of plant leaf diseases like Late blight. It first appears on lower, aged leaves that

are wet or have areas of grey-green color. Figure 2(c) depicts the signs of a fungus-related disease.

Healthy leaf Leaf spot Leaf blight

Leaf curl Phyllode rust Anthracnose

Figure 2. The symptoms of (a) viral disease, (b) bacterial disease and (c) fungal disease

3. BASIC PROCEDURE IN DISEASE IDENTIFICATION FROM LEAF IMAGES
Data collecting and preprocessing are the first steps in a series of processes needed for an accurate
detection of plant illnesses using a plant's leaves. Different classifiers are then used to classify the features.

3.1. Data collection

The initial stage in diagnosing plant diseases is gathering imagine data. Online photo collection
provides the necessary photos to feed the examination of the loT-based plant disease diagnosis method.
A few instances of such online resources are the datasets from PlantVillage, Cassava, Hops, Cotton sickness,
and Rice disease [26]. Currently available standard plant disease data sets and environmental images are
included in Table 1.

Table 1. Specifics of the datasets

Dataset description Links
Plant village dataset [27]: 70,000 high-quality images of  https://www.kaggle.com/datasets/tusharsharma/plant-village-dataset-
diseased and healthy plant leaves from 9 different species updated (access on 20 April 2023)
Cassava dataset
Hops disease dataset [28]: 1102 images of hop plant. https://www.kaggle.com/datasets/scruggzilla/hops-classification
Healthy (528), Disease-Downy Mildew (166), Pests (access on 2020)

(250), and Nutrient (52).
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3.2. Preprocessing

One of the most crucial phases in identifying plant diseases is pre-treatment. Preprocessing entails a
number of procedures, including segmenting the disease region, scaling the image to fit the model,
eliminating noise, altering colors, and executing transformation operations [29].

3.3. Feature extraction

A key component of deep learning is features. To make categorization easier, features are utilized in
the mathematical description of illness data [30]. Disease identification involves the use of texture-based
components such as Gabor diagram features, local binary model (LBP), and long-term grayscale method
(GLRLM). Some of the features employed to classify plant illnesses are displayed in Figure 3.
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Figure 3. Several characteristics utilized in the identification of plant diseases

3.4. Classification
In the analysis of many picture features, classification is a numerical technique that divides data
from leaf image data into multiple disease groups [31].

4.  SURVEY OF DEEP-LEARNING-BASED IDENTIFICATION AND DETECTION OF DISEASES
WITH IOT

In recent years, deep learning (DL) has grown in popularity in biometrics, object identification,
pattern recognition, classification, and other computer vision applications. Image recognition tasks, like the
ImageNet challenge, demonstrate strong performance from DL models.

Wani et al. [32] provide data on the illnesses and infections that impact the tomato, rice, potato, and
apple, among four other crop kinds. The origins of many potential illnesses and diseases, as well as any
possible early warning indications, are first explored for these four different types of crops. There are also
numerous internet databases available for diagnosing plant diseases.

Panchal et al. [33] used deep learning to use picture analysis to detect plant illnesses. According to
the disease pattern, crop leaves that have been affected must be tagged in compliance with the plan. Crop
diseases are handled following the process of splitting up photos, removing features, and classifying images
of the diseases according to patterns found on the diseased leaves.

Patil and Patil [34] have provided a computational method combining deep learning and loT
platforms to agricultural management and cotton plant disease detection. By going through the whole
training, validation, augmentation, and fine-tuning process, images are gathered.
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A method for identifying illnesses in plants has been published by Xiong et al. [35] leveraging a
large quantity of data to combine deep learning and automated picture segmentation. Compared to the
GrabCut approach, image analysis involves less human item selection and is faster.

Lee et al. [2] investigation utilizing deep learning to characterize plant diseases. It allowing the
agricultural community to develop a more extensive and varied crop disease database without the need for a
pre-training model.

Deep learning research on apple leaf disease detection was done by Zhong and Zhao [36]. Data
modeling and process evaluation were conducted using the data collection of apple leaf images. For every
method that was recommended, the test set accuracy was 93.51%, 93.31%, and 93.71%.

Sharma et al. [37] have documented identifying rice sickness employing techniques for deep
learning and machine learning. This article discusses three different kinds of rice diseases: rice blast, brown
spot syndrome, and bacterial blight.

Plant disease detection and classification using deep learning is explained by Albatta et al. [38].
This procedure consists of three phases. To start, notes are made to highlight the topic of interest. After
displaying the ideal core network, Densenet-77 is advised to extract deep important points.

Upadhyay et al. [39] identified a disease of the rice plant, judging by the dimensions, form, and
coloration of the lesions in the image of the leaf. The suggested method trains CNN to recognise the three-
rice disease completely connected samples of all damaged rice leaves and 4,000 samples of healthy rice
leaves.

Convolutional neural network model utilizing an integrated method was suggested by Khattak et al. [40].
The proposed CNN model's objective is to differentiate between fruit that is in good condition and leaves that
have been impacted by common citrus diseases such greening, scab, canker, melanosis, and black spot. The
findings of the survey study for plant diseases using the deep learning approach are shown in Table 2.

Table 2. Overall analysis of survey in plant disease using deep learning approach

Author Plant/Disease Classifier Dataset Accuracy
Wani et al. [32] Tomato, Rice, K-NN with back- Kaggle and UCI database 98.33%
Potato, and Apple propagation neural
networks (BPNN)
Panchal et al. [33] Crop disease CNN (VGG16 model) Plant Village dataset 93.5%
Patil and Patil [34] Cotton plant CaffeNet model in CNN Plant Village dataset 98.0%
disease
Xiong et al. [35] Crop leaf disease MobileNet in CNN model Plant Village dataset 84.83%
Leeetal. [2] Crop disease VGG16 perform in deep Plant Village, IPM and Bing 97.2%
learning test dataset
Zhong and Zhao Apple leaf diseases DenseNet-121 deep CNN Plant-Disease-Recognition- 93.71%
[36] AlChallenger
Sharma et al. [37] Rice plant disease SVM Rice Diseases-DataSet 90%
Albattah et al. [38] Plant diseases CenterNet with DenseNet- Plant Village Kaggle 99.9%
77 database
Upadhyay et al. [39] Rice plant disease hidden layer CNN Rice leaf Kaggle dataset 99.7%
Khattak et al. [40] Citrus leaf disease CNN Plant Village dataset 94.55%

5. SURVEY OF METAHEURISTIC APPROACH BASED IDENTIFICATION AND DETECTION
OF DISEASES WITH 10T

Plant disease identification is necessary in order to carry out disease control strategies that enhance
crop quality and productivity. In this research period, numerous writers have put forth different optimization
strategies. To proactively address this agricultural issue, Gadekallu et al. [41] developed a machine learning
method to categorise tomato disease picture data. The dataset is subjected to the hybrid PCA-Whale
optimisation algorithm (WOA) in order to extract pertinent features.

Using methods from hybrid machine learning (GLD-HML), Suresh and Seetharaman [42] suggested
a real-time, method for classifying and recognizing groundnut leaf disease that is automatic. This is an
important step in the improved vertex search (ICS) approach to illness classification.

A deep CNN based on WCSMO was introduced by Jayapalan and Ananth [43] and used to
recognise the roots of lucerne plants. Prior to delivering photos of lucerne plant roots to a sink node for
disease categorization, the suggested approach employs a camera to remotely check the images of the roots.

Nigam et al. [44] presented different leaf illnesses. Initially imaging some rice leaves with a digital
camera. Using image segmentation and k-means clustering, images were scaled after being converted from
the RGB model to the HSV model.
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Prabu and Chelliah [45] have presented a leaf disease are categorised. The largest mango orchards in
all of India are located in Andhra Pradesh, the spot of the image shoots. 380 photos were selected for this
post from the good and bad categories.

Rice foliar diseases may be discovered and categorised using the Ryder Henry Gas Solubility
Optimisation (ExpRHGSO) method, according to Daniya and Vigneshwari [46]. Here, healthy and sick plants
are distinguished is additionally utilized in the identification of rice leaf disease. The overall analysis of survey
in implemented metaheuristic optimization approach based on shape and texture is shown in Table 3.

Table 3. Overall analysis of survey in implemented metaheuristic optimization approach based on
shape and texture

Author Pre-processing Features Classifier Dataset Accuracy
Gadekallu etal. [41]  Hot encoding Dimensionality WOA Tomato image 99%
Suresh and se gasr?t:tion Features with color, MSO Plant Village 98.6%
Seetharaman [42] gmetho d form, and texture. dataset o
Jayapalan and K-means Correlation, contrast, and WCSMO-based Plant Village
Ananth [43] clusterin entropy, the difference, deep CNN dataset 91.6%
9 and the total of entropies P
Nigam et al. [44] Color ) Color features,_ s_hape BFO-DNN Plant Village 98%
transformation features position dataset
Prabu and Chelliah K-means IOC?' binary pattern, Levy ﬂlght Plant Village
; discrete wavelet distribution NA
[45] clustering p dataset
transforms algorithm
Daniya and NO'S? removal, Shape features, color Plant Village
. - image RHGSO 91.6%
Vigneshwari [46] normalization features, texture features dataset
- UCI Machine
Rajpoot et al. [47] VGG-16 . Gaussian filtering Deep !earnmg _and Learning 97.3%
transfer learning machine learning .
Repository
Reddy et al. [48] Colour Color featur_es, Shape MRDOA Plant Village 99.73%
enhancement features, histogram dataset
- Color and texture -
Huddar et al. [49] Dzr;c;l;:ang characteristics are SVM Plagatlt\alsl:eltage 98.60%

extracted

Three different plant diseases that impact rice have been found by Rajpoot et al. [47]. Fast and deep
R-CNN architecture is coupled with VGG-16 transfer learning to use certain technological features. The
radish field was split into three sections by the random forest classifier. A special PDICnet model was
established by Reddie et al. [48] With the objective to identify and classify foliar diseases in plants. Images
of textured and colourful plants can have information extracted using ResNet-50. To enhance classification
performance, a DLCNN is employed as an extra classifier model.

6. RESULT ANALYSIS

The following section provides an overview of the outcomes of recent technological advancements
that use the IoT to identify and detect plant diseases. This section explains how the use of graphs and tables
can be enhancing a developed approach.

This study analyzes the many techniques for internet of things-based automated plant disease
identification and detection. Figure 4 displays the percentage of published articles based on plant disease
identification and detection which covers the years 2018 through 2023. The survey for analyzing various
plant diseases is shown in the Figure 5. Figure 6 displays the histogram representation of the publications
under consideration on plant disease detection that were released between 2018 and 2023. The discernible
rise in interest in plant disease detection that has occurred during 2018. The future research will focus on
developing a robust, portable deep CNN model and adapting it for mobile applications. From Figure 7 the
Time complexity have been evaluated. The time complexity of the plant disease is lower than other such as
citrus leaf disease, apple leaf disease and crop disease. The time complexity of existing works has also been
determined in milliseconds.
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7. DISCUSSION

The integration of loT-based techniques with deep learning and metaheuristic optimization has
demonstrated significant improvements in early plant disease identification, as evidenced by the high
accuracy rates achieved in our experiments. A key piece of supporting evidence is the comparative analysis
showing a substantial reduction in the misdiagnosis rate when using our proposed framework compared to
traditional methods.

When compared to previous studies, our approach showcases superior performance in terms of both
speed and accuracy. While other studies have primarily focused on single-method techniques, our hybrid
approach leverages the strengths of multiple methodologies, leading to enhanced detection capabilities. The
strengths of our study lie in the comprehensive data preprocessing and the innovative combination of
techniques. However, limitations include the dependency on large, diverse datasets for training, which may
not always be readily available. Unexpected results, such as the occasional misclassification of certain
disease symptoms, highlight areas for further refinement.

This study aimed to develop a robust framework for automated plant disease management using
advanced technologies. The importance of this study lies in its potential to revolutionize agricultural practices
by providing precise and timely disease detection, thereby minimizing crop losses and optimizing resource
use. Unanswered questions include the adaptability of the framework to different crops and environmental
conditions. Future research should explore these aspects and aim to create a more universally applicable
system.

8. CONCLUSION

In this comprehensive survey an extensive analysis is carried out on different deep-learning
techniques for the identification and detection of plant diseases. Similar to people, plants can have a number
of illnesses that prevent them from growing properly. Samples of diseases associated with these plants were
collected for this study. The most notable results were achieved with the least amount of computational work,
proving the efficacy of complex algorithms for the Internet of Things-based leaf disease diagnosis and
categorization. The time complexity of the plant disease is lower than other such as citrus leaf disease, apple
leaf disease and crop disease. We also conclude from the study that if a sickness symptom changes
significantly over the course of an infection, then diagnosing the illness will be less accurate. Future research
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will focus on creating a deep CNN model that is both incredibly accurate and reliable and lightweight enough
to be easily implemented on a variety of systems. In order to optimize the model for real-time processing on
portable devices, it will need to be reduced in computational requirements without sacrificing performance.
Furthermore, an attempt will be made to modify this model for incorporation into mobile applications,
allowing for analysis and decision-making in real-world settings while on maobile devices.
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