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Abstract 
Complex background, especially when the object is similar to the background in color or the 

target gets blocked, can easily lead to tracking failure. Therefore, a fusion algorithm based on features 
confidence and similarity was proposed, it can adaptively adjust fusion strategy when occlusion occurs. 
And this confidence is used among occlusion detection, to overcome the problem of inaccurate occlusion 
determination when blocked by analogue. The experimental results show that the proposed algorithm is 
more robust in the case of the cover，but also has good performance under other complex scenes. 
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1. Introduction 

Video object tracking is an important research direction of computer vision that is widely 
used in vedio surveillance, human-computer interaction, robot visual navigation, medical 
diagnostics and other areas. Target is often blocked by non-target obstacle and other target in 
complex background. How to deal with occlusion is a problem that should be solved quickly in 
current visual tracking areas. 

References [1-2] have proposed a kalman filter algorithm to predict target position, but it  
is likely to fail when target moves erratically or is blocked for a long time. Reference [3] has 
used the difference of pixel gray predicted values and measurements to determine if an 
occlusion, but it did not apply to the situation that the target trajectory changed greatly. 
Reference [4-5] have proposed a tracking algorithm based on probabilistic appearance model, 
which timely updated the target color model to keep the target color spatial distribution 
information, but it can not track target  when target is similar to shelter. Reference [6] 
represented the target with multiple different windows, then used the position relation and 
similarity of the windows to estimate the true position of the target, it can solve partial occlusion, 
but be interfered by background noise. References [7-9] solved the occlusion by blocking the 
target, but lacked of stability and were low efficiency in complex background. Reference [10] 
has proposed an occlusion detection method based on adaptive fusion coefficient, but there is a 
big error when the weight distribution is relatively uniform. 

As the fixed fusion methods will reduce the tracking performance when the object is 
occlusion, so we need adaptive fusion strategy to reduce its influence on the tracking results. In 
this paper, using the confidence dynamically adjusts the fusion weights of each feature in the 
framework of particle filtering, and it can be used to block detection. According to the change of 
total similarity, the fusion method and template update strategy are dynamically adjusted, which 
can reduce the effect of noise. The experiments illustrate the effectiveness and superiority of the 
algorithm. 

 
 

2 Algorithm Principles 
2.1. Particle Filter 

Particle filter is an effective technical means and tools in solving non-Gaussian and non-
linear system state tracking problem. It calculates recursively mainly through the prediction and 
update: 
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1) The prediction process 
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2) The update process 
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For the system of non-linear and non-Gaussian, formula (1), (2) integral cannot be 

calculated analytically. Particle filter  uses a set of weighted random sampling point to 
approximate to the target state posterior probability distribution, when the sampling points 
approaches infinity, it can obtain the optimal Bayesian estimation of target states. The posterior 
probability distribution can be approximately expressed as: 
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Where N is the number of particles; j
tw  is the the j particle weight at time t, which satisfies the 

normalization condition
1
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 ;   � is dilta function. After introducing the importance 

density function  q �  in the particle sampling, the weights recursive equations: 
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Choosing prior distributions  1|t tp x x   as the importance sampling function, the weight 

updating process (4) can be simplified as: 
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The target state estimate value is the average weighted of particle set in time t: 
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Because the motion characteristics of any targets is difficult to obtain, this paper choose 

one order linear system which is the most commonly used as the particle filte state transfer 
modelr: 

 

WAxx tt  1                                     (7) 

 
Where A is state transition matrix, which is the unit matrix in here, W is Gauss noise with 0 
average. 
 
2.2. Feature Model 

The basic idea to achieve multi feature tracking in the framework of particle filter is that, 

Firstly, describe the multi feature model of target area   1,2, ,i i n
Q q 


, where i  represents 
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different feature space,   
1,2 , ,

ˆi ui u mi i
q q y






 are each feature sub-models described with the 

weighted kernel function histogram. Usually expressed as: 
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Where ŷ  is the center position of target area; B  and a  represent the pixel number and scale 

of the target area;   is delta function,  i lb x  denotes corresponding histogram index values of 

the pixel color in image lx , iu  is the sub interval of each feature space;   21K r r   is a 

kernel function, which sets the smaller weights to the pixels away from the target template 
center, because these pixels are susceptible to the other goal conflict or background pixels. 

Then set the particle concentration of each particle area as the target candidate, 
establish the corresponding candidate model   1 , 2 , ,
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is the i feature sub model of candidate model, jy  is the central 

position of a particle, and use Bhattacharyya coefficient to measure the similarity of particle area 
and each sub model: 
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On this basis, calculate particle observation probability of each feature at time t: 
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Where   is the variance of the Gauss distribution; 
, 1 j

i j id   . 

 
 
3. Fusion and Occlusion 

In the actual tracking process, because of the influence of noise, sensor instability or 
other interference factors, using a fixed combination method will reduce the tracking 
performance. So we need a adaptive fusion strategy to reduce its influence on the tracking 
results. This paper analyzes the spatial distribution and weights distribution of  particles to 
measure each feature confidence in the tracking process, as a fusion factor of the observation 
probability and Bhattacharyya coefficient of block determination. 

 
3.1. Feature Fusion 

Firstly, we use variances to measure the spatial distribution of particles, and select a 
certain proportion of each feature particles as the reference particles after resampling, in order 
to prevent individual particles from migrating farther, caused by excessive variance. The smaller 
the variance of the position distribution is , more concentrated the feature particles are, the 
smaller the uncertainty is. 

Define 1: The variance of the position distribution can be defined as: 
 

  T

1

1 j j
i i i i

m

i
j

x x x x
m




                              (11) 

 

Where ix  is the mean of the sample position, m is the number of particles, j
ix  is the j-th 

particle of the i-th feature.  
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Then we use the observed entropy to measure the weight distribution, greater entropy 
is, more uniform the weight distributio is, weaker identification ability is. 

Define 2: The weight distribution can be defined as: 
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The feature weight that  spatial distribution is more concentrated and distinguish good 

on the target should be larger, so we define each feature tracking performance evaluation 

1i ih   . 

Define 3: The i-th feature fusion weights can be defined as: 
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Define 4: The new fusion strategy can be defined as: 
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Where 1t   is the total similarity of target template for a moment. 

In this paper, the fusion strategy essentially unifies multiplicative fusion, weighted fusion 
into an adaptive framework, and dynamically adjusts each feature proportion in the observation 
probabilities. The method can adapt to environmental changes, to achieve robust tracking 
better. 

 
3.2. Occlusion Detection and Model Update 

Target or scene is likely to change in the tracking process. Using a single fixed target 
model can not be a long and stable tracking, and the sensitivities of different features to scene 
change are different, and fixed weights updating method is difficult to meet the requirements. So 
this paper combines with feature confidence and Bhattacharyya coefficient to calculate the total 
similarity of target template, and dynamically adjusts update strategy according to its change. 

As target is blocked by the analogue, similar characteristics still maintain a high 
similarity, so are not easy to estimate the occlusion. But at this moment the feature particles are 
more dispersed, weights distribution is relatively uniform, confidence is lower. So this algorithm 
uses it to weaken the interference to the occlusion judgment caused by the similar feature. 

Define 5: Combined with formula (9) and (13) the total similarity of target template can 
be defined as: 
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When the total similarity decreases greatly, the occlusion occurs, at this moment if still 

updating model, it will incorporate more background noise, causing the error for tracking after 
occlusion recovery. So at this point we should use the target model a moment ago. 

Define 6: The new template update strategy can be defined as: 
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Where 1 (1 )c t curp q p    ,   is the similarity of initial template and the current template, 

initq  is the initial template, curp  is the current template, T  is the threshold used to determine 
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occlusion, generally 0.6. when occlusion is not occurred, template update combines with the 
information of initial template、 the previous template and current template, which can adapt to 
the change of other complex environment better. 

The algorithm uses features confidence to weaken the interference to the occlusion 
judgment caused by similar characteristics, and update target template based on the change of 
the total similarity in order to ensure the accuracy of tracking. 

 
3.3. Algorithm Implementation 

We select color and edge features to track target, where the color feature uses 
16×16×16 RGB space, the edge feature is described by weighted gradient direction histogram. 
Specific steps are as follows: 

(1) Initialization. Manually select target tracking, extract sub-models of each feature 

histogram based on formula (8), make 0, 1iw N , 0 0.8  ; 

(2) Forecast. Calculate the current frame state based on formula (7) and the previous 
frame state; 

(3) Calculation of confidence. Calculate features confidence i  by formula (13); 

(4) Feature fusion. Calculate particles weights on the basis of formula (14), then 

estimate target state ˆtx  by formula (6); 

(5) Template update. Update target template on the basis of formula (16); 
(6) Resampling, return step (2). 

 
 
4. Experimental Results and Analysis 

In order to test the performance of this algorithm, we select relevant video sequences 
for testing. All algorithms are implemented by Matlab on the PC processor Intel 2.3G 2.3G, 1G 
memory, target position and initial mode are set manually, video sequences are all derived from 
the standard video library [11]. The experimental data and algorithm parameter are given in 
Table 1 and Table 2, where HOE is the edge direction histogram. 

 
 

Table 1. Video Sequences Property 
Video Image size Target size Sequence length 

1 384×288 32×72 100 
2 384×288 32×48 140 

 
 

Table 2. Algorithm Parameter 
The number of particles N 100 Features Color、HOE 

Feature digitalizing 16 Resampling 60%N 
Occlusion threshold T 0.6   

 
 
In Experiment 1, video sequence is selected from the channel in front of a shopping 

mall, the target is affected by the illumination and occlusion. From Figure 1, the reference [12] 
uses fixed fusion, although color characteristics can not accurately identify the target in the 
intense illumination environment from 10-th frame to 24-th frame, it can still effectively track the 
target fused the edge feature based on gradient direction; After occlusion (26-th frame), due to 
still maintain the original fusion methods, enlarge the background noise, caused that most 
particles move to the similar background target, the track fails. For the proposed method, two 
feature confidence will be adaptively adjusted in the intense illumination environment, the fusion 
result is more accurate, the confidence curve is shown in Figure 2; it adaptively reduce 
multiplicative fusion weight according to the change after occlusion occurs(26-th frame) of total 
similarity reduce weight fusion, not amplify noises a lot, the fusion result can effectively separate 
target and pedestrians; After occlusion is over(64-th frame), fusion strategy can adaptively 
reduce additive fusion weight, and improve the tracking reliability. To further illustrate the 
effectiveness of the proposed algorithm, we make a quantitative comparison of two algorithms 
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errors. From Figure 3, we can find the proposed method is more effective in the illumination and 
occlsion environment. 

 
 

     

     
 

Figure 1. Some Results on Experiment 1 by using Literature [12] Method (the first row) and 
Proposed Method (the second row) (Frames: 10, 26, 45, 64, 86) 

 

 
 

 

Figure 2. The Update Process of Feature 
Weights 

Figure 3. The Error Curve on Experiment 1 

 
 

Experiment 2 mainly verifies algorithm tracking performance in the shadows and 
analogue occlusion. From Figure 4, when the target moves into the shadow in 85-th frame, the 
trackings of sum rule and product rule drift, however, the proposed algorithm tracks accurately. 
This is because particles diverge, the accuracy of sum rule become lower, and the product rule 
enlarge the background information. The proposed algorithm combines the advantages of both, 
and reduces the color weight, so it reduces the effect of shadows on the results, and suppress 
background noise better; When target is blocked by a similar object, the posterior probability of 
sum rule can not converge, tracking error is improved distinctly, since the product rule integrates 
more background noise, losing the target finally. However, the proposed method uses the total 
similarity to regulate the propotion of sum rule and product rule adaptively, and uses the 
confidence to allocate the features weights in sum rule reasonably, and ultimately makes the 
result more accurate and effective. The similarity curve is shown in Figure 5, when the target is 
blocked by similar object, as the gray information of target and pedestrian is very similar, color 
feature can not determine ocllusion, however the total similarity can still detect the occlusion 
accurately, and stop updating the template. From Figure 6, we can find the proposed algorithm 
is more accurate and stable. 
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Figure 4. Some Results on Experiment 2 by using Sum Rule (the first row), Product Rule (the 
second row) and Proposed Method (the third row) (Frames: 68, 85, 98, 104, 117) 

 

 
 

 

Figure 5. The Bhattacharyya Coefficient Curve Figure 6. The Error Curve on Experiment 2 
 

 
In the aspect of real-time, out algorithm time-consuming is mainly in the feature 

extraction and fusion, but also related to the target size and particles number. Table 3 shows 
the different tracking speed (fps). The proposed algorithm complexity is similar to sum rule and 
product rule. 

 
 

Table 3. The Computational Cost of Four Algorithms 
Video reference[12] Sum rule Product rule Proposed method 

1 9.9 10.1 10.2 9.7 
2 10.9 11.2 11.4 10.6 

 
 
5. Conclusion 

Video target tracking is widely used in robot navigation, medical diagnosis and video 
surveillance etc. But because of complex background, target is easy to be blocked analogues, 
using the fixed fusion method may reduce the tracking performance, therefore, this paper 
dynamically adjusts the contributions of different features and different fusion methods to the 
result by using feature confidence and similarity, and applies the confidence into occlusion 
detection, ensuring the determination result is accurate and effective; When occlusion occurs, 
we change the template update strategy in time, making template information more accurate. 
Experiments showes that the algorithm not only has good tracking performance in analogue 
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occlusion, but also can track target effectively in the illumination, shadow and other complex 
environments. This paper has some limitations on the long time occlusion, the next step is to 
research the long time full occlusion. 
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