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 Career guidance is a critical and often daunting process, particularly during 

the transition from high school to higher education within the Moroccan 

education system. Faced with a vast array of university programs and career 

options, students frequently struggle to make informed decisions that align 

with their aspirations and skills. To address this challenge, our research 

introduces an innovative system that combines semantic similarity search 

with knowledge graph (KG) construction to enhance the precision and 

personalization of academic recommendations. By utilizing Sentence-BERT 

(SBERT) for semantic similarity, we generate embedding vectors that 

capture nuanced relationships between student profiles and degree 

descriptions. Subsequently, named entity recognition (NER) is applied to 

extract essential information such as skills, fields of study, and career 

opportunities from these profiles and descriptions. The extracted entities and 

their interrelationships are then structured into a coherent KG, stored in a 

Neo4j database, enabling efficient querying and visualization of complex 

data connections. This approach provides a transparent and explainable 

framework, ultimately delivering tailored advice that aligns with students’ 

individual needs and educational goals. 
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1. INTRODUCTION 

Worldwide, academic and career guidance plays a crucial role in the personal and professional 

development of students [1]. It allows young people to discover their interests, identify their skills, and make 

informed choices regarding their future academic and professional paths. Each year in Morocco, thousands of 

high school graduates must choose from a multitude of university programs and career paths. The Moroccan 

educational system implements various initiatives to support these students in their decision-making process, 

including orientation sessions in schools, open house days at universities, and the use of digital platforms to 

provide information on the available options. As a result, this growing diversity requires advanced 

technologies and systems capable of providing recommendations that help students choose the options best 

suited to their academic and professional aspirations. 

In the field of academic and career guidance, artificial intelligence (AI) provides powerful tools to 

help students navigate the complex choices of university paths [2]. The diversity of programs available, 

coupled with the variability of student profiles, creates a major challenge in aligning individual skills and 

aspirations with existing academic options. This challenge is amplified by the fragmentation of academic 
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data and the lack of transparency in existing recommendation systems. The utilization of sophisticated 

techniques to depict and organize information becomes indispensable. Textual and unstructured data include 

complex knowledge [3] that provides substantial value for analysis [4]. However, retrieving information from 

these unstructured data is recognized as one of the least exploited opportunities in data science. It is in this 

context that knowledge graphs (KG) stand out as a promising approach. They offer an intuitive abstraction 

for representing entities and the complex relationships between them, thus facilitating a better understanding 

of the academic pathways available for each student. 

Recommender systems using KG have already proven their effectiveness in various fields, including 

e-commerce, for example [5]. The study developed a personalized recommender system using an embedded 

KG to improve the accuracy and personalization of recommendations. This approach was found to 

significantly improve the relevance of recommendations and demonstrated scalability and efficiency in 

managing large datasets. Similarly, Loukili et al. [6] the authors developed a recommendation system for e-

commerce using machine learning techniques. They found that these techniques improved the user 

experience and potentially increased online sales. In the healthcare field, Gong et al. [7] have developed a 

drug recommendation system based on the integration of a medical knowledge table, taking into account drug 

interactions and specific clinical contexts, reducing the risk of medical errors. In the field of education, the 

use of KGs has also attracted growing interest. Shi et al. [8], have developed a learning path recommendation 

model using a multidimensional knowledge table framework. This system proposes personalized pathways 

by integrating various dimensions, such as students’ skills and interests. The authors found that this approach 

improves the accuracy and relevance of recommendations, offering a more tailored and effective e-learning 

experience. Lu et al. [9] presents Radarmath, an intelligent tutoring system for mathematics education. Using 

AI, Radarmath adapts exercises and recommendations to students’ individual performance. The authors 

found that this system improves mathematics learning by offering personalized pathways, enabling students 

to progress at their own pace with targeted support for difficult concepts. Still in the research field,  

Zayet et al. [10] proposes a conceptual framework for developing personalized recommendation systems for 

online learning by primary and secondary school students. The authors identify current challenges, such as 

personalization and the integration of AI, and point out the shortcomings of existing systems. They propose 

solutions to overcome these obstacles, offering a guide to developers and educators in the field of e-learning. 

However, very little research has addressed the application of KGs specifically in the context of academic 

and career guidance, with one notable exception being the work of [11] proposing a recommendation system 

aimed at improving students’ academic guidance while incorporating explanations of the recommendation. 

The authors have developed an approach that combines KG with collaborative filtering techniques to 

improve the accuracy and transparency of recommendations. 

Despite the efforts deployed in the field of academic and career guidance, several gaps remain. 

Existing recommendation systems often suffer from a lack of fine personalization, limiting their ability to 

precisely align student profiles with available academic programs. Moreover, the absence of a systematic 

approach to integrating and structuring heterogeneous student and degree data poses a major challenge, 

leading to fragmented and inconsistent recommendations. 

To address the challenges of guiding high school graduates toward higher education, collaborations 

between developers, researchers, and career guidance experts are necessary. This paper aims to develop a 

recommendation system to ensure better orientation and integration of high school students into higher 

education, particularly for scientific baccalaureate holders who require specific guidance due to the diversity 

and complexity of the academic and professional paths available to them. To achieve this goal, we propose 

an innovative solution that integrates advanced techniques of semantic similarity research and uses NER to 

build a coherent KG. 

The main contributions of our work are as follows: 

− Enhancement of recommendation personalization: We integrate semantic similarity research with SBERT 

to capture the contextual nuances of student profiles and degree descriptions, thus providing finer and 

more tailored recommendations to individual needs. 

− Extraction, structuring, and transparency of recommendations: our approach uses named entity 

recognition (NER) to extract and structure relevant information, linking different entities with  

relations, thus facilitating the construction of a coherent KG, which improves the  

transparency and explain ability of recommendations by clearly visualizing the relationships between 

different entities. 

− Coherent data integration: collecting and integrating specific data on Moroccan students and academic 

programs into the constructed KG allows for in-depth visualization and analysis of the data. This 

facilitates the management of fragmented data and their use for more comprehensive and consistent 

recommendations. 
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This article includes four sections. Section 2 describes the methodology used to achieve the research 

objective and the proposed architecture for building the recommendation system for guiding Moroccan 

students. Section 3 presents the results obtained and discusses the conclusions of the research. Finally, the 

article provides some conclusions and recommendations in section 4. 

 

 

2. METHOD: DEGREE RECOMMENDATION-BASED KNOWLEDGE GRAPH CONSTRUCTION 
2.1.  Proposed architecture 

The methodology of this research focuses on the development of a recommendation system for 

Moroccan students by integrating semantic similarity and KG construction techniques. It comprises five key 

stages as shown in Figure 1: collection of input documents, semantic similarity search, KG construction, 

graphical visualization of recommendations, and recommendation evaluation. This structured approach 

guarantees personalized, relevant guidance for students. 

 

 

 
 

Figure 1. Proposed architecture in the KG construction process 

 

 

2.2.  Input data collection  

Data collection is a crucial step in the development of effective academic recommendation systems. 

In our study, we conducted an online data collection on post-secondary degrees in Morocco.  

This involved researching and aggregating detailed information on various academic programs offered by 

higher education institutions for three levels of study (Bac+2, Bac+3, and Bac+5). The data collected 

includes specializations, duration of studies, employment opportunities, admission requirements, skills 

acquired, and modules taught. 

The research utilized data from official university websites, government educational portals, and 

national education databases. Figure 2 visually represents the types of degrees available in the Moroccan 

educational system at the Bac+2, Bac+3, and Bac+5 levels, while Figure 3 displays the number of branches 

accumulated for each study level. 

Simultaneously, we collected information on holders of a scientific baccalaureate through a survey 

conducted at high schools as part of their orientation process. These personal and academic data provided by 

the students included details such as name, baccalaureate degree obtained, academic and professional 

interests, skills, desired duration of studies, and career aspirations. This integrated approach to data collection 

enabled us to create a rich and diversified knowledge base, essential for recommending personalized 

educational paths to students based on their needs and aspirations. 
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Figure 2. Type of degree used in the research sample 

 
 

Figure 3. Number of branches per diploma level 

 

 

2.3.  Semantic similarity search 

2.3.1. Overview and justification 

Semantic similarity research [12] is a technique used in natural language processing (NLP) [13] to 

measure the contextual proximity between different textual units, such as words, sentences, or documents. 

Unlike traditional methods based on keywords, semantic similarity research considers the context and overall 

meaning of texts. This technique often uses deep neural network models, such as bidirectional encoder 

representations from transformers (BERT) and its variants like Sentence-BERT (SBERT). These models 

enable a more nuanced understanding of text by embedding sentences into a high-dimensional space where 

semantically similar sentences are located close to each other, thereby facilitating more accurate and context-

aware recommendations in various applications including academic guidance systems. 

BERT [14] is a deep language model pre-trained by Google, designed to understand the context of 

each word in a sentence by considering the words that precede and follow it. SBERT [15], an optimized 

variant of BERT for sentence comparison, generates effective and precise vector representations of texts. 

This allows for the comparison and ranking of documents based on their contextual and semantic similarity. 

To measure the similarity between the generated text vectors, we use cosine similarity [16], which evaluates 

the similarity between two vectors (a) and (b) in information retrieval by calculating the cosine of the angle 

between them, where each object is represented by a vector Xa and a vector Xb. This method is particularly 

suited for comparing high-dimensional vectors like those generated by SBERT. 

 

𝐶𝑜𝑠 (𝑋𝑎,𝑋𝑏) = 
𝑋𝑎.𝑋𝑏

||𝑋a ||
2

∗||𝑋𝑏||² 
  

 

The use of SBERT for semantic similarity enables capturing the nuanced context of student profiles 

and academic programs. This leads to more personalized and precise recommendations. By understanding 

deeper meanings in the text, this approach enhances the effectiveness of academic guidance systems, rather 

than relying solely on keyword matching. 

 

2.3.2. Implementing the semantic similarity method 

In this section, we describe in detail the steps involved in implementing the semantic similarity 

method used to align student profiles with academic program descriptions. Figure 4 shows the process of 

using the semantic similarity solution with SBERT. Each step is crucial to ensure the accuracy and efficiency 

of the recommendation system. 

A. Document parser 

Document parsing is the initial step in our process. This stage involves processing academic 

diplomas and student profiles, converting them into a standardized format. This ensures the documents are 

ready for use in subsequent stages. 

B. Preprocessing 

Data pre-processing involves several sub-steps aimed at cleaning and normalizing texts for better 

analysis. This includes the removal of special characters, tokenization, lemmatization and the elimination of 

stop words. This process ensures that text data is consistent and ready for feature extraction and semantic 

comparison. 
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Figure 4. Procedure for implementing the semantic similarity solution 

 

 

C. Keywords extractors 

Keyword extraction is performed using the term frequency-inverse document frequency (TF-IDF) 

method. TF-IDF [17] is a statistical measure used to evaluate the importance of a word in a document in 

relation to a corpus. It combines the frequency of appearance of a term in a document (TF) and the inverse 

frequency of the document in the corpus (IDF), enabling words to be weighted according to their importance. 

This technique enables us to identify the most characteristic and significant terms in student profiles and 

academic program descriptions, thus facilitating the following semantic similarity steps. 

D. Retrieval model 

The retrieval model is the first step in the recommendation process, where the aim is to retrieve an 

initial list of documents (academic programs) that are relevant to a query (student profile). Cosine similarity 

is often used at this stage to measure the similarity between the query vector and the document vectors in the 

database. 

- Data encoding: student profiles and degree descriptions are transformed into numerical vectors using 

SBERT models. 

- Cosine similarity calculation: for each student profile, the cosine similarity is calculated between the 

profile vector and the vectors of all available diplomas. 

- Document retrieval: the diplomas are then sorted in descending order of cosine similarity, and the most 

similar are selected to form the initial list of recommendations. 

E. Re-ranked model 

The re-rank model is a subsequent step in which the initial list of retrieved documents is refined and 

re-ranked to improve the accuracy of the recommendations. This step again uses cosine similarity, but also 

takes into account other factors such as explicit student preferences and assigns a relevance score to each 

document (academic program)-query (student profile) pair. These scores indicate the degree of relevance of 

the query to the document and are used to reorganize the initial search results in the reclassified model step. 

The end result is an optimized list of recommendations customized for each student. 

 

2.4.  Knowledge graph construction 

The construction of KG, inspired by human intelligence and problem-solving methods, offers a 

powerful structured representation of facts, involving the creation of a structured representation of knowledge 

by identifying entities and their relationships within a data set [18]. It is particularly useful in the field of 

education [19]. This approach uses predefined entity labels and organizes data in the form of a graph, 

facilitating complex queries and data analysis. By structuring and integrating complex information about 

students and academic programs, KG offer a unified framework for analysis and a comprehensible rationale 

for recommendations. 

 

2.4.1. Conceptualization of the data model 

In this section, we describe the conceptual model for building a KG for an academic 

recommendation system. This model visualizes relationships between different entities such as student 

profiles and degree descriptions, as well as associated skills and job opportunities. It encompasses eight main 

entities: student profile, skills/interests, bachelor’s degree, career aspirations, degree description, branch, 

acquired skills and job opportunities, each with its own attributes. The data model is represented visually in 

Figure 5 and detailed in Table 1. 
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Figure 5. Conceptual graphical data model 

 

 

Table 1. Description of a conceptual graphical data model 
Entity Entity description Property Property description 

Student profile represent key information about student profiles id Unique identifier of the student profile 

Student name Student name: name of the student 

Desired study 

duration 

Represent the duration of study that 

the student desires to pursue after 

their baccalaureate. 
Baccalaureate Represents key information regarding the type 

and specialization of the baccalaureate 

qualification obtained by the student 

Type of 

baccalaureate 

The type of Baccalaureate. 

Branch of the 
baccalaureate 

The specialization of the 
baccalaureate. 

Mention obtained The mention obtained in the 

baccalaureate 
Career 

aspiration 

This attribute will contain information about the 

career aspirations or professional goals of the 

student 

Career aspiration 

description 

Contains information about the career 

aspirations or professional goals of the 

student. 
Skill/Interest List of skills or areas of expertise and academic 

or professional interests of the student 

Skill List of skills or areas of expertise of 

the student 

Interest Academic or professional interests of 
the student 

Diploma 
description 

A diploma description provides a 
comprehensive overview of a diploma program, 

detailing the essential aspects that define the 

educational experience and outcomes 

id Unique identifier of the diploma 
Diploma name Official name of the diploma 

Admission 

requirement 

Admission criteria for this diploma 

Study duration Represent the duration of the diploma 

program in years 

Branch The specialization of the diploma Specialization The specialization of the diploma. 
Module This attribute will contain information 

about the modules or courses offered 

as part of the diploma program. 
Employment 

opportunity 

Professional opportunities associated with this 

diploma 

Job title The title of the job associated with 

this diploma 

Job description Description of the job role and 

responsibilities 

Skills acquired Provides detailed information about the skills 

gained through completing the diploma program 

Skill name Name of the skill acquired 

 

 

2.4.2. NER and relationship extraction 

NER [20] is an automatic NLP technique for automatically identifying and classifying specific 

entities in text. In our academic recommendation system, NER utilizes the BERT model to accurately 

identify and annotate key entities such as degrees, admission requirements, and career aspirations, effectively 

capturing contextual information for precise entity categorization. Figure 6 illustrates BERT’s underlying 

architecture specifically designed for the NER task, highlighting the different layers and mechanisms of  

the model. 

Once the named entities have been identified, the next step is to extract the semantic relationships 

between them. This enables us to understand how entities interact with each other in the context of degree 

descriptions and student profiles. The semantic relations extracted are then structured in the form of triplets 

(subject, relation, object) to facilitate their integration into the KG. Among these relations, the similarity-Score 
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relation is particularly important. This relationship, obtained from the semantic similarity search method, measures 

the contextual proximity between the student profile and the diploma description. The similarity-score relationship 

quantifies how relevant a diploma is to a given student, based on an in-depth semantic analysis of the texts. 

Identifying the relationships between entities enables us to understand the interactions and dependencies between 

them, which is essential for building rich, informative KG. 

The construction of KG plays a crucial role in improving the transparency and explicability of 

recommendations. By structuring information into nodes and relations, our recommendation system offers 

explicable and justified suggestions. This enables users to understand why certain recommendations are 

made, thereby increasing confidence in the system. 

 

 

 
 

Figure 6. Architecture of BERT for NER task 

 

 

2.4.3. Performance evaluation 

The evaluation and validation of our academic recommendation system are crucial steps in 

guaranteeing efficiency and accuracy and user satisfaction. This section describes the methodologies used to 

evaluate the system’s performance and validate the recommendations provided. 

A. Quantitative evaluation 

To evaluate the performance of our NER model, we used accuracy as the main measure. Accuracy 

measures the ratio between the number of correct positive predictions and the total number of positive 

predictions, providing a clear assessment of the model’s accuracy in identifying relevant entities. This 

measure is particularly useful for minimizing false positives. It enables us to quantify the effectiveness of the 

NER model in identifying and classifying entities from descriptions of university programs and student 

profiles. It is calculated as follows: 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠+ 𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠
  

 

B. Qualitative evaluation 

In addition to the quantitative evaluation, we conducted a qualitative evaluation to measure student 

satisfaction with the recommendations provided by our system. This qualitative evaluation was carried out through 

questionnaires distributed to students after they had used the system. Key satisfaction indicators included the 

relevance of the recommendations, the clarity of the explanations provided by the system, and ease of use. 
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3. RESULTS AND DISCUSSION 

3.1.  Libraries and technical environment 

We developed our algorithm using Python, a key language in the field of AI. Python, a popular AI 

language for its ease of installation and speed. Python’s intuitive syntax allows for rapid learning and shorter 

development cycles. The sentence-transformers library was used for semantic similarity search, generating 

sentence embeddings using pre-trained models like BERT. The study utilized Hugging Face’s transformers 

library [21] for NER with BERT, pandas for structured data manipulation, numpy for numerical calculations, 

keras for neural network development, and sklearn for machine learning tasks like performance evaluation 

and data pre-processing. These libraries provide user-friendly interfaces for transformer-based models and 

support multidimensional arrays and complex mathematical operations. The environment in which the 

models were trained and run was a Windows 11 Professional version 22H2, equipped with a Core i7 

processor, 16 GB DDR4 RAM and two graphics cards, including NVIDIA GeForce MX350 and INTEL(R) 

Iris Xe Graphics. 

To put the idea into practice, the graphics database was created using Neo4j, a powerful tool for 

handling complex relationships and graph traversal. Cypher [22], a query language specifically designed for 

graphical databases, was used for data analysis. Neo4j’s efficient handling of graph relationships and high 

performance make it ideal for visualization and manipulation of structured data. Cypher allows users to 

define templates for efficient query and mutation operations. 

 

3.2.  Results: case study 

3.2.1. Semantic similarity result 

Our approach is to apply a semantic similarity model, based on SBERT technology, to a dataset 

comprising both undergraduate student profiles and a comprehensive database of post-baccalaureate degrees 

available. We use this model to calculate similarity scores between each student profile and the degrees 

listed. These similarity scores provide a quantitative measure of the relevance of each diploma to a specific 

student profile. 

In our results, we present a list of the most relevant degrees recommended for each student profile. 

This list is ranked in descending order according to the similarity scores associated with each 

recommendation. These recommendations were generated on the basis of several factors in the student 

profile, such as desired length of study, skills and interests, career aspirations and degree information, such as 

branch and honors obtained in relation to available university programs. Take an example of a profile of a 

high school student shown in Figure 7. From this profile, we have applied our semantic similarity research 

method with SBERT to recommend the most relevant academic degrees among those available in Morocco. 

The degrees shown in Figure 8 were recommended for this student, accom panied by their similarity scores. 

The results show that the DTS in Civil Engineering is the most relevant degree for the student, with 

a similarity score of 0.99, providing skills in design, site management, communication, and team 

management. The DUT in Civil Engineering offers practical site management and the use of computer-aided 

design software use, while the BTS in Civil Engineering has a slightly lower score, offers in-depth training in 

complex structural modeling and simulation. The BTS in Public Works is recommended due to its focus on 

public works and infrastructure, but is slightly less relevant due to its specific focus. 

 

 

 
 

Figure 7. Sample profile of a student with a high school diploma 
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Figure 8. Results of similarity scores on the search sample 

 

 

3.2.2. NER performance 

Table 2 shows the performance of the BERT model for the designated entities recognition task 

(NER). Metrics include validation loss, training loss average, and accuracy. The BERT model achieved a 

validation loss of 0.039, an average training loss of 0,02, an accuracy of 90%. 

 

 

Table 2. Results of performances for NER 
Task Model Validation loss Average train loss Accuracy 
NER BERT 0,039 0,02 0,90 

 

 

These results indicate that the BERT model was effective for the NER task, with high accuracy, 

demonstrating the model’s ability to correctly identify and classify entities named in the text. The small loss 

of validation and training shows that the model is well trained and does not suffer from overlearning. This is 

important for the quality of the data used in building the knowledge chart. 

 

3.2.3. Graph building 

We use Neo4j to create a graph database, which we then review using graph analysis methods and 

the Cypher query language. This sub graphic excerpt from Figure 9 illustrates the relationships between 

different essential nodes of a student’s educational and professional journey. The recommended degrees for 

the student profile are highlighted in blue, while the student profiles are highlights in yellow. By integrating 

these elements, the subgraph becomes a powerful decision-making tool, enabling you to visualize and 

understand the complex relationships between a student’s academic career, skills acquired, and potential 

career opportunities. It offers a holistic perspective to align students’ aspirations and capabilities with 

academic offerings. 

 

 

 
 

Figure 9. Excerpt from sub-graph 
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3.3.  Qualitative evaluation of recommendations 

To assess the quality of the academic degree recommendations provided by our system, we 

conducted a satisfaction survey among students who recently used it. The survey evaluated user satisfaction 

based on four criteria: how well the recommendations matched the students’ skills, interests, and aspirations; 

the clarity and explain ability of the recommendations; the perceived impact on their future careers; and the 

reliability of the information provided. The results of this survey were visualized in the form of a histogram 

as shown in Figure 10, providing an overview of the average scores for each criterion. It illustrates the overall 

positive performance of the system, with strong results in terms of clarity of recommendations and suitability 

to the profile of students. 

 

 

 
 

Figure 10. Qualitative evaluation of the academic recommendation system 

 

 

3.4.  Model comparison and limitation  

In our study, we evaluate our technique, which relies on semantic similarity and KG, by comparing 

it to various methodologies employed in academic orientation recommendation systems. This comparison 

examines variables such as customization, clarity, data incorporation, the considerations taken into account, 

and the specific sample being targeted as shown in Table 3. 

 

 

Table 3. Comparative study of methods used in academic orientation 
Ref / criteria Method Personalization Transparency Data integration Targeted sample 

[23] Machine 

learning 

models 

High, based on ML 

predictions 
Low, complex models 

with limited 

transparency 

Low, focused on 

predictive modeling 

without deep integration 

Finland student 

population 

[24] Fuzzy 

intelligence 

Medium, based on 

academic features 
Medium, 

recommendations 

based on rules and 
algorithms 

Partial, limited to 

academic data 
Palestine 

Engineering 

students 

[25] SVM model Medium, based on 

input features 
Low, complex model 

difficult to explain 
Low, mainly academic 

and behavioral data 
University 

students 
[26] XGBoost 

Model 
High, dependent on 

academic 

performance 

Medium, requires 

advanced 

interpretations 

Medium, integrates 

academic performance 
University 

students 

Our approach Similarity 

semantic 

Ner + KG 

Very high, captures 

contextual nuances 

via semantic 
similarity search 

High, through the 

explainability of 

relationships via KG 

Coherent integration of 

complex data via KG 
Scientific 

Baccalaureate 

students in 
Morocco 
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The table clearly shows that our approach stands out from other methods primarily due to its ability 

to offer high personalization, coherent data integration, and enhanced transparency through the use of KG. 

While the other methods, though effective in certain contexts, suffer from limitations in terms of fine 

personalization, integration of fragmented data, and the explain ability of recommendations. These elements 

position our approach as an innovative and more comprehensive solution for academic orientation, 

particularly in the context of Moroccan scientific baccalaureate students. 

Although our study demonstrated promising results, some limitations remain. For example, the 

BERT-based NER model, while effective, may exhibit biases in entity recognition due to linguistic 

specificities or variations in qualification descriptions. Furthermore, the quality of recommendations is highly 

dependent on the input data, and gaps in available data could limit the system’s ability to generalize its 

recommendations. To address these challenges, it would be beneficial to extend the research to a broader 

range of variables, such as labor market trends, economic forecasts, and geographic constraints. This 

approach would allow for further refinement of recommendations and ensure a better fit between students 

and their future academic and professional paths. 

 

 

4. CONCLUSION 
This study presents a novel recommendation system for science student counseling, integrating 

semantic similarity, NER, and KG techniques. This approach overcomes the limitations of existing systems 

by providing personalized, transparent, and understandable recommendations. The research highlights the 

importance of personalizing academic pathways, demonstrating that understanding student profiles and 

complex relationships between programs can significantly improve student counseling. The study proposes a 

substantial improvement in the quality of recommendations and opens new research avenues, such as the 

integration of advanced AI models for even more refined personalization. The results have important 

implications for the field of school counseling, as they show that NLP techniques and knowledge graphs can 

transform guidance systems, making them more efficient and tailored to individual needs. 
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