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 CAPTCHA is a cybersecurity measure that distinguishes between humans 

and automated scripts. Researchers have employed various security features 

to thwart automated program identification by hackers. However, previous 

research on the attack resistance of CAPTCHAs has used roughly 

quantitative analysis instead of a fine-grain quantitative study. This study 

implemented comparative experiments based on CAPTCHA recognition 

algorithms to find the best-mixed security features. A multi-stage best 

parameter selection (MBPS) mechanism was proposed in this study. 

Experiment results indicated that mixed security features of “overlap + scale 

+ rotate + bg (background)” were the best, with an average machine 

recognition accuracy of only 4.81%. The contrast experiment result 

illustrated that the anti-attack ability of mixed security features was better 

than adding adversarial noise, with machine recognition accuracy decreased 

by 2.2%. Moreover, by investigating the efficacy of security feature 

parameters, this study provides practical guidelines for designing robust 

CAPTCHAs. Furthermore, this study also presents valuable insights into the 

security of image generation technology. 
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1. INTRODUCTION 

Personal information security is a crucial issue in cybersecurity, especially with the surge in 

websites and internet users, especially in highly developed deep learning technology [1], [2]. Completely 

automated public turing test to tell computers and humans apart (CAPTCHA) was initially proposed in [3]. 

CAPTCHA is a tool that effectively distinguishes between automated programs and human users, helping to 

block malicious registration schemes and safeguard user data. Visual-based CAPTCHA is broadly utilized to 

protect users' personal information security in shopping, games, and various websites' registration and log in. 

Text-based CAPTCHA is widely used on websites to register or log in because of its low cost and rich 

diversity. Take four English characters (including case-insensitive letters and digits) as an example, and there 

are 364 or approximately 1.7 million possible combinations [4]. 

However, an advantage in quantity is not the core solution of CAPTCHA; brute force and sequential 

searching can easily break the simple text CAPTCHA [5]. Previous CAPTCHA research focused on five 

security mechanisms, including various types of CAPTCHA, complex image identification, advanced image 

generation techniques, added perturbations, and integration theories from other disciplines to protect 

CAPTCHA. Firstly, various types of CAPTCHA, including math, dots, hollow, and two-layers, were 

https://creativecommons.org/licenses/by-sa/4.0/
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introduced [6]−[8]. Secondly, other complex image identification, including geometric shapes, face images, 

puzzles and sliders, were proposed in CAPTCHA generation models [9]−[12]. Thirdly, researchers explored 

advanced image generation techniques, including style transfer and generative adversarial network (GAN) 

technology, to design robust CAPTCHAs [13]−[17]. Others added perturbations to their CAPTCHA 

generation model, such as adversarial examples to enhance security [18]−[22]. Lastly, integration theories 

from other disciplines, such as visual reasoning, semantic understanding, and cognitive ability technology, 

were also introduced innovatively [23]−[25]. All these security mechanisms can make CAPTCHA more 

secure. However, since image-text CAPTCHAs apply complex images, this challenges machine recognition 

and brings difficulties to actual human users. Moreover, image and image-text CAPTCHAs will occupy more 

storage space and have a slower proceeding speed than text CAPTCHAs.  

In contrast, text-based CAPTCHA consists of characters or digits, is low cost, easy to deploy, and 

quickly generated, and has become the prior choice of most website owners. Most importantly, it has high 

potential commercial value. However, the problem is that most attackers or malicious bots use optical 

character recognition (OCR), character segmentation, and end-to-end deep learning technologies to attack 

text-based CAPTCHA [26], [27]. Therefore, researchers introduced various security schemes. 

Ye et al. [28] evaluated 33 text-based CAPTCHAs deployed in the actual websites. Their experiment 

results showed that CAPTCHA performed well regarding security and usability. Similarly, Wang et al. [29] 

discussed the robustness of CAPTCHA with different security schemes. They also discussed the recognition 

accuracy of unexplored machine attacks. Shi et al. [30] summarized 12 standard security features of text 

CAPTCHA and used cycle GAN as their attack method to synthesize captchas, achieving good results. 

However, they did not integrate the generation effect of each security feature under different values. 

Matsuura et al. [31] used spatial smoothing and adversarial examples to generate robust CAPTCHA, and 

their experiment results illustrated that their method was effective. However, the disadvantage of their method 

was that it was a white-box attack; the attackers or bots should know the structure of the generation model. 

All in all, there are problems with the existing CAPTCHA research, as follows: 

− Their research only provided a coarse-grained quantitative analysis instead of a fine-grained quantitative 

assessment. Researchers only compared the overall recognition accuracy, not the effect of security 

measures. 

− They did not investigate how the security mechanisms affect the anti-attack ability. 

− The previous literature did not compare the anti-attack ability between security features and adversarial 

examples. 

Thus, THE contributions are as follows: 

− Implement a fine-grained quantitative assessment of the security mechanisms of the text CAPTCHA. 

− Explore anti-attack security measures and the impact of them. 

− Construct a contrast experiment to compare the anti-attack ability of security features and adversarial 

examples method. 

− Provide a robust CAPTCHA generation method and offer practical insight into image security. 

Lastly, the structure follows: a brief research background is provided in section 1, and the proposed method 

is outlined in section 2. The last section is the result and discussion. 
 

 

2. METHOD 

The section describes the framework of the evaluation model for fine-grained security features. The 

first process began by exploring ten security features in detail. These security features are used in the 

following CAPTCHA generation process. Secondly, “Base CAPTCHA” was generated to guarantee all the 

CAPTCHA datasets under the same baseline. Thirdly, a crucial screening process called the multi-stage best 

parameters selection (MBPS) mechanism included the best single security features selection and best-mixed 

security features selection stages. This stage is one of the most critical to filter robust security features. After 

using this MBPS mechanism, robust mixed security features will be selected. Then, robust CAPTCHA 

datasets were generated by using these best-performance security features. Lastly, a contrast experiment was 

constructed. Figure 1 illustrates the overall framework for fine-grained security feature evaluation. Among 

the processes, the MBPS mechanism is a crucial step that selects the best parameters for each subitem of the 

security features. Contrastive experiments are conducted to evaluate the performance of CAPTCHA using a 

combination of the best security features. 
 

2.1.  Security features exploration 

Inspired by Ye et al. [28], Wang et al., [29], we summarized and broadened ten typical security 

features besides their proposed ones. The security features were discovered from CAPTCHA's famous 
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websites (Microsoft, education Malaysia global services, and Leshan Library) or Kaggle (a notable science 

data community). Ten typical security features were explored: colors, dots, Gaussian noise, lines, rotate, 

fonts, scale, transformer, background (bg), and overlap. 
 

 

 
 

Figure 1. The framework of fine-grained security features evaluation 

 

 

2.2.  Base CAPTCHA" generation 

The "Base CAPTCHA" was used to test the anti-attack abilities of text CAPTCHA with various 

security features, which were explored in section 2.1. It was randomly assembled but meticulously designed 

with specific parameters, including Calibri font, a white background, a width of 192 pixels, a height of  

64 pixels, and blue characters color. Using "Base CAPTCHA" ensures the initialization process is on the 

same baseline. 

 

2.3.  Multi-stage best parameters selection mechanism 

Influenced by the feature selection approach in [32], we combined the characteristics of the 

combined CAPTCHA security features area and proposed a MBPS mechanism. This mechanism is 

implemented step by step and can be targeted and effective when evaluating the performance of each security 

feature. Necessary preparations should be made before MBPS mechanisms are implemented. 

 

2.3.1. Preparations of the MBPS mechanism 

A. Hardware requirements 

The experiment uses specific hardware components to ensure optimal experimental performance, as 

shown in Table 1. Compared to central processing unit (CPU), the hardware environment of GPU can 

provide faster processing speed, reduce program execution time, and enhance overall efficiency. The 

algorithm used in this research program is implemented with Python, VSCode, and Anaconda. These 

integrated development environment (IDE) tools help streamline software interactions and deployment. Thus, 

these hardware requirements provide the foundation for the smooth execution of the experiment.  
 
 

Table 1. Hardware configuration of experiments  
Hardware configuration Specific information 

Hardware for computation GPU (NVIDIA 3060) 
OS (operating system) Windows 11 

CPU Intel(R) Core (TM) i5 

RAM (random access memory)  32768MB 
Programming environment VSCode, Anaconda, Python 

 

 

B. Machine recognition model 

The recognition algorithm (deep-CAPTCHA) from Zahra Noury and Mahdi Rezaei [28] was used as 

an attack method to test the security of CAPTCHA. The attack algorithm was chosen because it ranks first 

among text-based CAPTCHA recognition algorithms on the website [33]. Moreover, the recognition 

algorithm performed well and was appropriately used for the experimental verification. The simplified deep-

CAPTCHA architecture is depicted in Figure 2. 
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Figure 2. The architecture of deep-CAPTCHA 

 

 

2.3.2. Best single security feature parameters selection stage 

Recognition algorithms were used to evaluate CAPTCHAs using only a single security feature. The 

parameter selection criteria are based on the characteristics of security features. A parameter was added each 

time when generating text CAPTCHA datasets from “base CAPTCHA”. Each newly generated dataset is 

kept the same size to maintain consistency. Meanwhile, suitable numbers will be covered, and security 

feature parameters will gradually be adjusted. Typical security features and detailed reasons for parameter 

selection is shown in Table 2. 

 

 

Table 2. Ten typical security features parameters and selection reasons 
No. Security features (sf) Parameter’s settings list Selection reasons 

/ Base CAPTCHA 
{Calibri font, white background, width 192 pixels, height 

64 pixels, blue characters color} 
/ 

sf_1 Colors 
{blue, gray blue; gray-red, gray-red-blue, gray-yellow-blue, 
light gray-yellow-blue, light-yellow-blue-green, light-

yellow-blue-green-gray} 

1. various colors which can 

reflect the impact of colours 

2. Close to the bg color, not easy 
to recognize. 

sf_2 Background (bg) {Paintings of Van Gogh, Monet, Chinese style images} 
1. Diverse bg styles. 

2. Users can also recognize. 

sf_3 Fonts 
{Calibri, STXINWEI, FZSTK, Mexcellent3D, MTF Toast, 

Broadcast titling, Cartoon, Insomnia} 

1. various geometric shapes fonts: 

solid, hollow, and shadow. 

2. different types of fonts: 
regular, art and cartoon 

sf_4 Gussie noise [1.2k, 4k, 6k, 8k, 10k]  

1. Gradually adjusted the security 

features parameters. 

2. Users can also recognize. 

sf_5 Dots [20, 40, 80, 160, 400, 600] 
sf_6 Lines [10, 30, 70,100] 

sf_7 Rotate [20, 40, 60, 80] 

sf_8 Scale [5, 7, 10, 12, 15, 17, 20] 
sf_9 Transformer [h01, h02, h03, v01, v01-h01, v02h01] 

sf_10 Overlap [v10h4, v10h5, v10h6, v10h7, v10h8, v10h9] 

 

 

A. Best single security feature selection steps 

In this stage, we generated many CAPTCHA datasets according to the parameter settings list in 

Table 2. To quickly compare the impact of each security feature's parameters, the generated dataset size was 

set to 2,000. This size number is suitable for the initial screening phase, especially when comparing the 

effects of different parameters under the same security feature. Steps 1 to 4 illustrate how the best single 

security feature is selected. 

Step 1) generated datasets with single security feature parameters. 

Step 2) tested CAPTCHA anti-attack ability using the deep-CAPTCHA recognition model. 

Step 3) screened the best-performing parameters under the same security feature. 

Step 4) compare the performance of ten security features and select the top ones. 

 

B. Results  

In this part, average accuracy success rate (AASR) is used to evaluate the average recognition 

accuracy, which can indirectly reflect CAPTCHA’s resistance to machine recognition. The vertical axis 

represents the mean test accuracy rate, while the horizontal axis represents the number of epochs. The results 

of the single security feature parameter selection are shown in Figure 3. To clarify the results, we contrast all 

the security feature curves from Figures 3(a) to 3(h). 
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Figure 3(a) illustrates the performance of color security feature parameters. The best parameters are 

light-yellow-blue-green-grey in the whole, and after five epochs, the recognition rate reached 100%. This 

means that this single security feature was easy to break. Figures 3(b), 3(c), and 3(f) represent dots, lines, and 

gussie noise security features whose recognition accuracy reaches 100% within ten epochs. The four security 

features were also weak in terms of anti-attack ability.  

Similarly, the recognition accuracy of Figures 3(d), 3(c), and 3(g) means that transformers, fonts, 

and rotate security features reach 100% within 20 epochs. The three security features are in the middle of 

anti-attack ability performance. Scale Figure 3(i), overlap Figure 3(h), and background Figure 3(j) performed 

well; their best parameter precision did not reach 100% within 50 epochs. 

 

 

   
(a) (b) (c) 

   

   
(d) (e) (f) 

   

   
(g) (h) (i) 

 

 
(j) 

 

Figure 3. Performance of single security feature parameters: (a) colors, (b) dots, (c) lines, (d) transformer, (e) 

rotate, (f) gussie noise, (g) fonts, (h) overlap, (h) overlap, (i) scale, and (j) background (bg) 
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Figure 4 reveals the best performing curves of single security feature, providing clear comparison of 

different parameters. Table 3 illustrates the machine recognition accuracy when the number of epochs is set 

to 50, showing how the accuracy changes as the security features changes. Since the six ‘weak’ security 

features (colors and transformer) were quickly recognized and did not significantly contribute to the overall 

security, they were excluded from further evaluation. This exclusion allowed us to focus on more effective 

security features. The four strongest ones (bg, overlap, scale, and rotate) were screened to generate mixed 

security features CAPTCHA in the next stage. This approach prioritizes the most challenging security features, 

which can simplify the evaluation process. 
 

 

Table 3. The recognition accuracy of the best single security mechanisms (epochs=50) 
No. Security features  Best single security features parameters Machine recognition accuracy (%) 
1 Overlap v10h8  45.3 
2 Background Chinese-style07  79.7 
3 Scale 20  83.2 
4 Rotate 80  98.7 
5 Lines 100 99.3 
6 Dots 800 99.8 
7 Gussie noise 1.2k  99.9 
8 Fonts MTF Toast  99.9 
9 Colours light-yellow-blue-green-grey 100 

10 Transformer h02 100 
 

 

 

 

 

Figure 4. Accuracy of the best single security features parameter comparison curves 

 

 

2.3.3. Best mixed security features parameters selection stage 

A. Mixed security features CAPTCHA 

This section employed the top four robust security features (bg, overlap, scale, and rotate) to generate 

mixed security features. Here, we cover all the combinations of these four strong ones. Mix two, three, and 

four different combinations of security features simultaneously. Similarly, the deep-CAPTCHA recognition 

algorithm also measured the anti-recognition ability of mixed security features. 

 

B. Results and analysis 

The contrast curves are shown in Figure 5. Meanwhile, the recognition accuracy of the mixed 

security features when the epochs are equal to 100 is displayed in Table 4. The most effective anti-

recognition capability, among all permutations of mixed security mechanisms, is achieved by combining 

overlap, background (bg), scale, and rotate, boasting an efficacy rate of 4.81%. The optimal anti-recognition 

capability among three combinations of mixed security mechanisms, incorporating overlap, scale, and rotate, 

is at an impressive 7.69% efficacy rate. The superior anti-recognition capability of combining two mixed 

security mechanisms, specifically overlap and scaling, yields an impressive efficacy rate of 12.56%. 

From the statistical data, we find the following: 

− Compared to CAPTCHA with a single security feature, mixed ones demonstrate superior resistance to 

machine attacks. Overlapping characters and complex backgrounds were two effective security features 

against machine recognition.  

− Adding complex background interference can improve the anti-attack ability. Considering the 

performance of eight typical backgrounds, those bg images had higher saturation and were more secure. 
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This is because the higher the contrast between the background and the characters, the more difficult it is 

for the machine and the human to recognize correctly.  

− A balance between anti-attack ability and user-friendliness should be considered carefully. Figure 6 

illustrates samples of the best-mixed security features of CAPTCHA. Although Figure 6(a) combinations 

of “overlap+bg+scale+rotate” have the best performance, Figure 6(b) combinations of “scale+overlap 

+rotate” may be the most appropriate ones in applications because complex backgrounds influence both 

human and malicious bots. The recognition accuracy rate is not the only consideration; user-friendliness 

is another consideration, and the balance between them should be considered carefully. 

− Notably, the recognition model did not converge within 100 epochs. Insufficient sample size and 

inadequate training epochs were reasons for the model's failure to converge. In theory, increasing the 

sample size or the number of epochs could improve the model's convergence speed, which should be the 

following work. 
 

 

 

 

 

Figure 5. Comparison curves of mixed security mechanisms CAPTCHA 

 

 

Table 4. The recognition accuracy of mixed security features (epochs=100) 
Mixed security features Recognition accuracy (%) Mixed security features Recognition accuracy (%) 

Overlap+bg+scale+rotate  4.81 Bg+rotate+scale 21.94 
Overlap+scale+rotate 7.69 Scale+rotate 33.50 

Overlap+scale+bg 8.62 Overlap+bg 42.94 

Overlap+bg+rotate 9.69 Bg+rotate 44.69 
Overlap+scale 12.56 Scale+bg 53.81 

Overlap+rotate  21.31   

 

 

  

(a) (b) 

 

Figure 6. Samples of the best-mixed security features of CAPTCHA (a) overlap+bg+scale+rotate 

overlap+scale+rotate and (b) overlap+scale+rotate 

 

 

C. Robust CAPTCHA datasets  

Using the security feature combinations motioned in section 2.3.3., the newly generated secure 

CAPTCHA performs well regarding anti-attack ability and user-friendliness. The integration of multiple 

security features enhances its resistance to recognition attacks, making it more secure than CAPTCHAs with 

simple security features. In addition to security considerations, human users can easily recognize the 

CAPTCHA without difficulty. Validation tests will be conducted to confirm the security performance of the 

CAPTCHA datasets with mixed security features. 
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2.4.  Contrast experiment and result 

A comparative experiment was implemented to contrast the anti-attack ability of CAPTCHA using 

different noise-adding methods. Adversarial examples and security features were both added noise to 

CAPTCHA. The difference is where the noise was applied. Adversarial examples introduce noise to deep 

learning networks, while security features introduce noise to the CAPTCHA generation process. 

We first generated baseline CAPTCHA using Python's captcha library (default fonts, varying colors, 

dots, lines, and solid backgrounds). Following the method in [31], we generated the AE CAPTCHA using 

gaussian smoothing and the fast gradient sign method (FGSM). Next, we generated our dataset by combining 

two security features (bg+scale). The experimental parameters settings are shown in Table 5. In this part, we 

carefully balanced user-friendliness and attack resistance, setting the background image transparency to 0.65, 

a value obtained from the experiment, to ensure practical and applicable results. Sample sizes (2.000; 10,000) 

were used to evaluate the security impact. 

 

 

Table 5. Experimental CAPTCHA parameters settings 
CAPTCHA type Parameters/options Settings 

Baseline CAPTCHA 

Character English uppercase letters  
Number of letters 4 

Width, height  192, 64 
Font, font size, dots, lines, bg color Default 

AE CAPTCHA [31] 
Spatial smoothing σ=1.25 

FGSM ε=0.2 

Our CAPTCHA (bg+scale) 

CAPTCHA transparency 0.65 
Background Chinese-style07  

Offset Random (5,10) 
Scale Random (20,60) 

 

 

The anti-attack ability performance was evaluated by contrast experiments, and the results are 

shown in Figure 7. We found that the AASR for the baseline CAPTCHA increased significantly from 

28.63% with 2,000 samples to 72.56% with 10,000 samples, showing higher vulnerability with larger 

datasets. AE CAPTCHA [31] had a similar trend, with a slightly higher AASR of 0.2913 for 2,000 samples 

and a reduction to 0.6464 with 10,000 samples, indicating better resistance than the baseline but still 

vulnerable. Our CAPTCHA demonstrates the best, with the lowest AASR of 0.2569 for 2,000 samples and 

0.624 for 10,000 samples, maintaining superior resistance to attacks. 

 

 

 
 

Figure 7. The recognition accuracy of the contrast experiment 

 

 

Based on the results of Figure 7, we discovered that: 

− Baseline CAPTCHA becomes highly vulnerable as the number of samples increases. AE CAPTCHA [31] 

shows better resistance than the baseline with 10,000 samples but is still relatively vulnerable.  

− Our CAPTCHA consistently demonstrates the best performance, with the lowest attack success rate 

across both sample sizes, making it the most secure option in this comparison. These results suggest that 
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our CAPTCHA design effectively balances usability and security by reducing adversarial attack success 

rates. 

− Sufficient samples can enable the recognition model to obtain pattern information and achieve higher 

recognition accuracy. 

 

 

3. RESULTS AND DISCUSSION 

This study investigated the effects of fine-grained security features on the anti-attack ability of text-

based CAPTCHAs. While earlier studies, such as Wang et al. [29], have explored the vulnerabilities of both 

Chinese and English text CAPTCHA, they have not explicitly addressed the influence of adversarial noise 

and advanced security features on the anti-attack capability of English-language CAPTCHA. We found that 

text CAPTCHA with minimal security features demonstrated low resistance to attacks, consistent with result 

of [29]. However, our results also show that deep learning-based attack algorithms can achieve high 

recognition accuracy even after adding security features such as complex backgrounds and rotation. 

Additionally, increasing the sample size significantly improved machine recognition accuracy by more than 

35%, as illustrated in Figure 7. 

Our study suggests that adding adversarial noise and security features reduced machine recognition 

accuracy by 2%, compared to the findings in [31]. However, these measures alone are insufficient to prevent 

attacks entirely. Unlike Wang et al. research [29], which investigated both Chinese and English CAPTCHA, 

this study focuses exclusively on English-language CAPTCHA, providing a more detailed investigation into 

how security features impact recognition accuracy. 

This study evaluated 2,000 CAPTCHA samples and compared the effects of single and mixed 

security features. However, this sample size may not be sufficient to capture the full impact of deep learning 

models. Further studies with larger datasets and a greater variety of security features are needed to validate 

these findings. 

Our study demonstrates that while adding security features like adversarial noise can reduce 

recognition accuracy, increasing the sample size significantly improves machine recognition. Future studies 

may explore other CAPTCHA types, such as image-text CAPTCHA, while also considering usability 

metrics. Furthermore, advanced image generation techniques like style transfer algorithms and human 

cognitive factors could guide more secure CAPTCHA development. 

Recent observations suggest that text CAPTCHA with minimal security measures remain vulnerable 

to deep learning attacks, even after implementing additional features. Our findings, in line with previous 

studies [29], [31], highlight the limitations of the current CAPTCHA design and propose the MBPS 

mechanism for optimizing security features. These insights could be applied to enhance CAPTCHA 

robustness and image generation techniques. 

 

 

4. CONCLUSION 

This study investigates the anti-attack performance of security features, with experimental results 

identifying the most effective ones. The study proposed the MBPS mechanism to assess the performance of 

security features, which can be utilized to optimize CAPTCHA generation. The results provided a solid 

foundation for the development of more robust CAPTCHA systems. However, our findings demonstrate that 

text-based CAPTCHA, which has limited security features, remains vulnerable to recognition algorithms 

based on deep learning. Future work may explore hybrid CAPTCHAs that integrate both advanced image 

generation techniques and human semantic understanding to enhance the security. By combining the 

consideration of security features with human cognitive capabilities, future CAPTCHA research could design 

more secure image-text CAPTCHA. 
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