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1Equipe Mathématiques et Interactions, Faculté des sciences et Techniques, Sultan Moulay Slimane University, Beni Mellal, Morocco

2Ecole Nationale des Sciences Appliquees, LAMSAD Laboratory, Hassan First University, Settat, Morocco

Article Info

Article history:

Received Jun 2, 2024
Revised Sep 8, 2024
Accepted Sep 29, 2024

Keywords:

Classification
Genetic algorithm
Hyperparameter tuning
SMS classification
Spam detection
Supervised learning

ABSTRACT

Short message service (SMS) text messages are indispensable, but they face a
significant issue with spam. Therefore, there is a need for robust models capable
of classifying SMS messages as spam or non-spam. Machine learning offers a
promising approach for this classification, based on existing datasets. This study
explores a comparison of several techniques, including logistic regression (LR),
support vector machines (SVM), gradient boosting (GB), and neural networks
(NN). Hyperparameters play a crucial role in the performance of these models,
and their optimization is essential for achieving high accuracy. To this end, we
employ an evolutionary programming approach for hyperparameter optimiza-
tion. This approach evaluates the performance of these models before and after
hyperparameter optimization, aiming to identify the most effective model for
SMS spam classification.
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1. INTRODUCTION
Short message service (SMS) text messages are indispensable in modern communication, yet they face

a significant challenge from spam messages. In general, spammers use these messages to promote their utilities
or businesses. Spam messages can be annoying and, in some cases, harmful to recipients. Sometimes, users
can also suffer financial losses due to these spam messages, making it crucial to develop robust models that can
effectively classify SMS messages as spam or non-spam. Machine learning provides a promising approach to
tackle this problem by leveraging existing datasets to train models for accurate classification [1], especially for
spam classification [2].

Numerous machine-learning methods can be used for SMS spam classification. Each method has
strengths and weaknesses, and choosing the most appropriate algorithm is challenging. Additionally, the per-
formance of these algorithms can be highly dependent on the proper tuning of hyperparameters. Despite the
variety of comparative studies, adjusting hyperparameters can lead to substantial changes in algorithm perfor-
mance, adding another layer of complexity to the problem.

This study aims to develop a robust machine-learning architecture for classifying SMS messages into
spam or non-spam. We will compare various machine learning techniques, including logistic regression (LR)
[3], support vector machines (SVM) [4], random forest (RF) [5] and gradient boosting (GB) [6], and to select
the most suitable model for optimal results. The performance of each model relies heavily on a set of hyperpa-
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rameters, which play a crucial role in influencing the results. Even small changes in these hyperparameters can
significantly change the model’s performance and the overall set of hyperparameters.

To ensure the model’s robustness and optimal performance, we will employ evolutionary program-
ming [7] for hyperparameter optimization. This technique will iteratively search for the best set of hyperpa-
rameters, ensuring high accuracy and generalizability to new data. The study will compare the performance
of models before and after optimization to determine if the optimized models outperform their manually tuned
counterparts. The primary contribution of this paper is to propose a comparison of supervised learning ap-
proaches, considering the hyperparameter settings for each model, to classify SMS messages as spam or non-
spam. By examining various features, such as message content, length, and sender information, we aim to
identify the most significant predictors of spam messages. The resulting models will accurately identify spam
messages, enabling effective filtering and management. This paper also provides a comparative analysis of
models with and without hyperparameter optimization, ensuring the selection of the best model for final clas-
sification.

The paper is organized as follows: we begin with a problem statement, outlining the mathematical
formulation of our model and exploring the influence of hyperparameters on the results. We then review
related works, present our proposed approach, and conclude with our experimental results.

2. SETTING OF THE PROBLEM
Supervised learning [8] is a branch of machine learning that uses labeled data to train algorithms to

make predictions and recognize patterns. The supervised learning problem can be summarized as the following
minimization problem:

min
hT ∈H

J (h) :=
1

n

n∑
i=1

ℓ(yi, h(xi)) + β|h|2 (1)

Here, hT denotes a function from the hypothesis space H, T represents the training dataset with
n samples, T = {(xi, yi)}ni=1, and ℓ is a non-negative loss function that evaluates the disagreement between
y and h(x). The term β is the regularization parameter. The goal is to classify observations into one of two
classes, −1 or +1. Good classification involves minimizing errors and maximizing the similarity between
training and validation data. Two crucial steps are required: selecting the right model and finding the optimal
set of hyperparameters for that model.

Choosing the best model involves comparing models based on similarity metrics, but finding the opti-
mal hyperparameters remains a critical and challenging task. Manually identifying the best set of hyperparam-
eters is often impractical. To illustrate the influence of hyperparameters on model performance, we varied key
hyperparameters for each model and observed the resulting changes in evaluation metrics. Table 1 shows the
effects of varying the inverse regularization parameter (C) in LR, which controls the regularization strength. A
low C value (e.g., 0.5) results in heavy regularization, leading to lower scores across all metrics. Conversely, a
higher C value (e.g., 2.5) weakens regularization, resulting in higher scores but increasing the risk of overfitting.

Table 1. Logistic regression-chaging of metrics value while changin the hyperparameter C
C

2.5 2.0 1.5 1.0 0.5
F1-Score 0.8755 0.8664 0.8524 0.8085 0.7069
Precision score 0.9819 0.9816 0.9811 0.9793 0.9870
Recall score 0.7898 0.7754 0.7536 0.6884 0.5507

Beyond LR, we also examined the effects of hyperparameter variation on other models, including
SVM, RF, and GB. The Table 2 summarizes the results obtained by varying hyperparameters for each model.
According to Table 2, our analysis demonstrates the importance of hyperparameter tuning in machine learn-
ing models. Several methods exist for optimizing hyperparameters [9], [10]. Techniques such as evolutionary
programming, specifically genetic algorithms, can effectively optimize hyperparameters based on various eval-
uation metrics. We can enhance model performance and ensure better generalization to new data by selecting
the optimal set of hyperparameters.
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Table 2. Hyperparameter change influence about all used models
LR SVM Random forest GB
C C / Kernel Max depth Lear Rate / max iter / max depth

2.5 1.0 1 / ’rbf’ 0.1 / ’rbf’ 100 80 0.5/100/3 0.2/200/3 0.1/80/2
F1-score 0.8755 0.8085 0.9027 0.6132 0.9105 0.9019 0.8923 0.8923 0.7826
Precision score 0.9819 0.9793 0.9747 0.9897 0.9832 0.9829 0.9508 0.9508 0.9782
Recall score 0.0798 0.6884 0.8406 0.4423 0.8478 0.8333 0.8406 0.8406 0.6522

3. RELATED WORKS
Machine learning, a branch of artificial intelligence, focuses on identifying complex patterns in data

for predictions [11], classifications [12], [13], or advanced exploratory data analysis [14], [15]. Its applications
have become widespread in various domains, including text classification [16] and spam detection [17]–[19].
The success of machine learning in these areas leverages historical data, enabling the use of supervised learning
techniques for regression and classification tasks. Effectively training a classification model can be crucial
for various applications, such as filtering spam messages to improve communication efficiency and security
[20], [21].

Several machine-learning classification techniques have been applied to SMS spam detection. For
instance, studies like [22] have explored logistic regression for spam classification, demonstrating its effective-
ness in handling large text datasets. Similarly, [23], [24] applied SVM to classify spam messages, highlighting
its robustness in distinguishing between spam and non-spam texts. GB, which has variants, has also been em-
ployed in this domain, as shown in [25], [26], which enhanced classification accuracy through iterative learning
processes. Neural networks, known for capturing complex patterns, have been utilized in [27], [28] for SMS
spam detection, showcasing their potential to improve classification performance.

In addition to individual machine-learning techniques, several studies have investigated the compara-
tive performance of different models for spam detection. For instance, Sumathi et al. [29] compared various
classification methods, including logistic regression, SVM, decision tree, and RF, to determine the most ef-
fective model for SMS spam detection. The study emphasized the importance of hyperparameter tuning in
optimizing model performance. Hyperparameters significantly influence the results, and their optimal settings
can lead to substantial improvements in classification accuracy [10].

Evolutionary programming has been identified as an effective method for hyperparameter optimiza-
tion. Studies like Fogel [7] have demonstrated the utility of evolutionary programming in iteratively searching
for the best set of hyperparameters, ensuring models achieve high accuracy and generalize well to new data. The
need for a study comparing selected methods with manually tuned and optimized hyperparameters is evident.
Such comparisons help in understanding the impact of hyperparameter settings on model performance and de-
termining whether the effectiveness of the best method changes with different hyperparameter configurations.
In summary, this study aims to fill the gap by comparing machine learning models for SMS spam detection,
both with and without hyperparameter optimization. This approach will help identify the most effective model
and understand the role of hyperparameters in enhancing classification performance.

4. PROPOSED METHOD
The key idea of our approach is to find all the hyperparameters used for model training simultaneously.

The optimal set of hyperparameters we search for ensures the robustness of the constructed architecture. This
optimal set should provide good results on the validation part of the dataset. In this section, we detail our
proposed approach for optimizing the hyperparameters of our model. First, we introduce the used algorithm,
outlining its fundamental principles. We then describe how this algorithm is employed in our method to find
the optimal hyperparameter set and the convergence conditions that determine when the optimization process
is complete.

4.1. Genetic Algorithm
Genetic algorithm (GA) [30] is a search heuristic that mimics natural selection. It generates high-

quality optimization and search problem solutions using bio-inspired operators such as mutation, crossover,
and selection. Here is a simplified pseudo-code of the genetic algorithm.

The GA we employ, as outlined in Algorithm 1, is used to optimize the hyperparameters of our model.
This algorithm starts by initializing a population of hyperparameter configurations, which are then evaluated
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using a fitness function, which, in our case, is a combined score between F1-score, precision, and recall. The
best configurations are selected for reproduction through crossover and mutation operations, generating a new
population. This process continues until convergence criteria are met.

Algorithm 1. Genetic algorithm
Input: Population size, mutation rate, crossover rate, termination criteria
Output: Best solution
Initialization: Create initial random population
While Termination criteria not met do

Evaluation: Assess fitness of each individual
Selection: Choose the fittest individuals for reproduction
Crossover: Combine pairs of individuals to produce offspring
Mutation: Apply random changes to offspring
Replacement: Form new population from parents and offspring

End

4.2. Method
Figure 1 summarizes our proposed architecture, which follows a structured approach to optimize hy-

perparameters for our model. Initially, we perform dataset pretreatment. Following this, we use the GA to
search for the optimal hyperparameters based on predefined metrics. This involves training the model with
various hyperparameter sets and using the algorithm to generate and assess new sets iteratively. Once the al-
gorithm converges, we select the best hyperparameter set identified. This optimal set is then utilized for final
model training and prediction.

Figure 1. Proposed approach architecture

As shown in the architecture in Figure 1, our model starts with a pretreatment of the collected dataset.
Then, the hyperparameter optimization process begins with a training/evaluation step. In this step, the genetic
algorithm trains the chosen model with the current set of hyperparameters. Next, we evaluate the model by
combining the selected metrics (F1-score, precision, and recall) with a weighted approach as follows:

Combined score = 0.4× (1− F1-score) + 0.3× (1− Precision) + 0.3× (1− Recall) (2)

Using these metrics and their specific weights is essential to balance different aspects of model performance.
− F1-Score: the F1-score is the harmonic mean of precision and recall, providing a single metric that balances

false positives and false negatives.
− Precision: measures the accuracy of the positive predictions, calculated as the ratio of true positive predic-

tions to the total positive predictions (true positives+false positives).
− Recall: measures the model’s ability to identify all relevant instances, calculated as the ratio of true positive

predictions to the total actual positives (true positives+false negatives).
The weights assigned to each metric (0.4 for F1-score, 0.3 for precision, and 0.3 for recall) reflect

their relative importance in our evaluation. The higher weight for F1-score ensures that the balance between
precision and recall is prioritized. Precision and recall are equally weighted to ensure that both metrics are con-
sidered without overwhelming the F1-score’s influence. This combined score allows us to minimize the overall
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error of the model by addressing different types of misclassifications through a balanced and comprehensive
evaluation strategy.

After the evaluation, if the algorithm does not converge, the GA updates the current set of hyperparam-
eters and trains the model again. We repeat this until convergence is achieved. Once the algorithm converges,
we proceed to the classification phase with the best set of hyperparameters found.

5. RESULTS AND DISCUSSIONS
This section presents the primary findings of our study and interprets them about the set objec-

tives. Standardized benchmark datasets are often useful for assessing this approach. We opted to evaluate
the proposed method using a real-life dataset from Kaggle, known as the SMS spam collection:
https://www.kaggle.com/datasets/uciml/sms-spam-collection-dataset. Figure 2 shows that the percentage of
non-spam is too high (87.37%) compared to the percentage of spam messages. So, the data needs to be more
balanced. Data distribution analysis reveals a significant imbalance, emphasizing the need for precise hyperpa-
rameter optimization to achieve robust models.

Figure 2. Dataset that contains spam and non-spam SMS

We compared the obtained results from the four algorithms used: LR, GB, SVM, and RF. The goal
is to show that while some algorithms may initially outperform others, this performance can be altered by
adjusting the hyperparameters. We compare the models with a manual selection of those hyperparameters and
those optimized by a genetic algorithm. The comparison of models with manually selected hyperparameters
versus those optimized by the genetic algorithm is presented in Table 3.

In Figure 3, we can see that some models converge earlier than others. This indicates that different
models benefit from hyperparameter optimization at varying rates, reflecting the complexity and nature of each
algorithm. This indicates that the best set of hyperparameters is found more quickly. This is due to several
factors. For instance, the number of hyperparameters being searched in LR in Figure 3(a) is different from in
GB in Figure 3(b), SVM in Figure 3(c), or RF in Figure 3(d).

Additionally, the parameters of the genetic algorithm, such as the population size in each iteration, vary
depending on the size of the hyperparameter search space. After finding the optimal set of hyperparameters
for each model, we use this set to train the model. Table 3 compares all models before and after using the GA
(with a manual selection of hyperparameters) and after using the GA (using the optimal hyperparameters).

As observed in Table 3, the GA effectively optimized the hyperparameters for each model, resulting
in improved performance. These improvements demonstrate the effectiveness of GA in fine-tuning machine-
learning models for enhanced performance in SMS spam classification. Specifically:
− LR: the combined score decreased from 0.1762 to 0.1093, representing an improvement of 37.97%. The

F1-score and recall significantly improved, indicating a better balance between precision and recall.
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− GB: the combined score decreased from 0.1978 to 0.1013, representing an improvement of 48.79%. The
precision score remained high, with notable improvements in the F1 score and recall.

− SVM: the combined score decreased from 0.0942 to 0.0864, representing an improvement of 8.28%. Both
the F1 score and recall score showed enhancements, demonstrating overall improved performance.

− RF: the combined score decreased from 0.0983 to 0.0864, representing an improvement of 12.11%. This
model showed consistent improvements across all metrics.

Table 3. Comparison of models before and after hyperparameter optimization using a genetic algorithm

Metric
LR GB SVM RF

Before After Before After Before After Before After
F1-score 0.8085 0.8889 0.7826 0.8973 0.9027 0.9112 0.8976 0.9105
Precision score 0.9793 0.9431 0.9782 0.9440 0.9747 0.9752 0.9827 0.9832
Recall score 0.6884 0.8406 0.6521 0.8551 0.8405 0.8551 0.8261 0.8478
Combined 0.1762 0.1093 0.1978 0.1013 0.0942 0.0864 0.0983 0.0864
Improvement(%) - 37.97 - 48.79 - 8.28 - 12.11

(a) (b)

(c) (d)

Figure 3. Genetic algorithm convergence: (a) logistic regression, (b) gradient boosting, (c) support vector
machine, and (d) random forest

Our findings align with previous studies, showing that hyperparameter optimization can significantly
enhance model performance. However, the extent of improvement varies depending on the initial setup and
complexity of the models. To further illustrate the impact of our approach, Table 4 compares the performance
metrics of our optimized models against the state-of-the-art results. Our models consistently outperform the
state-of-the-art across most metrics, demonstrating the effectiveness of genetic algorithm optimization. For
example, the precision score for our optimized SVM model improved to 0.9752 from the state-of-the-art 0.9211,
highlighting the impact of hyperparameter tuning.

We employed a GA to optimize the hyperparameters of these models, which significantly improved
their performance. The comparison before and after hyperparameter optimization demonstrated the substan-
tial impact of this tuning process, highlighting that even models with initially lower performance can achieve
competitive results with the right set of hyperparameters. The final models showed promising accuracy in

Enhanced SMS spam classification using machine learning with ... (Nasreddine Hafidi)



362 ❒ ISSN: 2502-4752

classifying SMS as spam or non-spam, with improvements across multiple metrics such as F1-score, precision,
recall, and a combined score. This underscores the potential of machine learning in effectively addressing the
issue of spam detection. Our findings suggest that machine learning, combined with rigorous hyperparameter
optimization, can be an effective tool for accurately classifying SMS messages and mitigating the impact of
spam. Despite the promising results, the study is limited by the dataset’s imbalance and the computational
resources required for extensive hyperparameter optimization.

Table 4. Comparison of another method with manually selected hyperparameters and our method
Study Model Other methods Our

F1 Precision Recall F1 Precision Recall
[31] SVM 0.9204 0.9211 - 0.9112 0.9752 -
[32] LR - 0.8333 - - 0.9431 -
[31] GB 0.8921 0.8923 0.8923 0.8973 0.9440 0.8551
[32] RF 0.9091 0.8333 - 0.9105 0.9832 -

6. CONCLUSION
Our research demonstrated that hyperparameter optimization using a genetic algorithm significantly

improves the performance of machine-learning models for SMS spam classification. These findings high-
light the importance of hyperparameter tuning, showing that even models with initially lower performance
can achieve competitive results. This work underscores the potential of machine learning in enhancing spam
detection systems. The implications of our findings extend beyond SMS spam classification; they suggest
that rigorous hyperparameter optimization can substantially enhance model performance in various machine-
learning applications. Future research could explore the real-time deployment of these optimized models and
their scalability across different languages and regions.
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