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 Ear, nose, and throat (ENT) disease is a disorder that occurs in the 
eustachian tube in one of the organs, be it the ear, nose, or throat. Early signs 

of ENT disease include sore throat, painful swallowing, swollen and red 

tonsils, runny nose, nosebleeds, blocked nose, discharge from the ears, and 

others. To determine the diagnosis, it is necessary to carry out a physical 
examination of the ears, nose, and throat as recommended by an expert, 

namely an ENT doctor. The research carried out was implementing data 

mining for the diagnosis of ENT diseases using the Naïve Bayes (NB) 

method. This method was chosen because it can increase the accuracy, 
efficiency, and accessibility of health services and is also easy to understand 

and apply to classify ENT disease symptom data. The NB method was used 

to build an ENT diagnosis classification model and the model performance 

was evaluated using accuracy, precision, and recall metrics. To increase the 
accuracy of the NB algorithm predictions, feature selection using a genetic 

algorithm can be used. Genetic algorithms can help select the most relevant 

and significant features, improving the accuracy of NB models by 

eliminating irrelevant or noisy features. By applying this method, predictions 
for ENT diseases can be produced with an accuracy of 95,67%. 
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1. INTRODUCTION 

Ear, nose, and throat (ENT) disease is a disorder that occurs in the eustachian tube in one of the 

organs, be it the ear, nose, or throat [1]. Early signs of ENT disease include sore throat, painful swallowing, 

swollen and red tonsils, runny nose, nosebleeds, blocked nose, discharge from the ears, and others [2].  

To determine the diagnosis, it is necessary to carry out a physical examination of the ears, nose, and throat as 

recommended by an expert, namely an ENT doctor. The ENT has important functions, such as hearing, 

breathing, smelling, speaking, and swallowing food and drink [3]. ENT disease is a type of disease or 

disorder related to these parts of the human body system. Examples include ear infections, rhinitis 

(inflammation of the nose), sinusitis (inflammation of the sinuses), tonsillitis (inflammation of the tonsils), 

and many more [4]. The causes of ENT disease can vary depending on the type of disease. ENT diseases are 

often caused by viral or bacterial infections [5]. The infection can affect the ears (otitis), nose (rhinitis), 

sinuses (sinusitis), or throat (pharyngitis). Allergies to pollen, dust, animal dander, or certain chemicals can 

cause ENT symptoms such as a blocked nose, sneezing, or itchy eyes [6]. Exposure to air pollution, such as 

cigarette smoke or industrial pollution, can increase the risk of infection or irritation of the upper respiratory 

tract. Abnormal anatomical structures, such as deviated septum (crooked nasal septum) or enlarged tonsils, 
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can increase the risk of ENT disease [7]. Injury or trauma to the ear, nose, or throat can also cause health 

problems in the ENT system [8]. Exposure to harmful substances such as chemical fumes or toxic  

materials can also cause irritation or damage to the upper respiratory tract. Some ENT disorders can have a 

genetic component that contributes to the risk of developing the disease. Environmental factors such  

as cold or damp weather can also affect the ENT system and increase the risk of infection or other  

disorders [2]. 

The increasing number of ENT sufferers must be supported by the availability of adequate health 

facilities and facilities so that the treatment of patients can be carried out quickly [4]. The availability of 

experts in several health facilities still does not support rapid treatment of patients. By utilizing information 

technology, it can support services for treating ENT patients more effectively and efficiently. One way is to 

develop an independent diagnosis system for ENT patients, namely an expert system which is a branch of 

artificial intelligence development [9]. An expert system is a type of artificial intelligence system designed to 

imitate human problem-solving abilities in a certain domain [10]. They use preprogrammed knowledge and 

rules to analyze information, perform reasoning, and provide solutions or recommendations to users [11]. 

Expert systems usually consist of two main components, namely knowledge or knowledge base [12].  

This component contains information and rules obtained from human experts in a specific domain.  

This knowledge is usually expressed in the form of “if-then” rules that relate problem conditions to 

appropriate actions or recommendations [13]. Next is the inference engine, in this section the expert system is 

responsible for carrying out reasoning based on available knowledge [14]. Inference engines apply existing 

rules to evaluate input information and produce conclusions or recommendations [15]. Expert systems in the 

health sector can assist in disease diagnosis or treatment planning by analyzing symptoms reported by 

patients and presenting recommendations based on available medical knowledge [16]. The main advantages 

of expert systems include the ability to provide consistent and fast recommendations, even in complex cases 

where many factors must be considered [14]. 

Several studies have been carried out by [17]–[21] who developed an expert system using several 

methods such as fuzzy Tsukamoto, forward chaining, dempster-shafer and certainty factor. The most recent 

research carried out compared to research that has already been carried out is that this research uses the Naïve 

Bayes (NB) method. The NB method is used to build an ENT diagnosis classification model and the model 

performance is evaluated using accuracy, precision, and recall metrics with the final result being the 

classification of data into predetermined categories or classes [22]. This method was chosen because it can 

increase the accuracy, efficiency, and accessibility of health services and is also easy to understand and apply 

to classify ENT disease symptom data [23]. The NB method was used to build an ENT diagnosis 

classification model and the model performance was evaluated using accuracy, precision, and recall metrics 

[24]. This research aims to develop an expert system for ENT diagnosis based on data mining and implement 

the NB method in diagnosing ENT diseases based on patient symptoms by selecting features using a genetic 

algorithm. Genetic algorithms can help select the most relevant and significant features, improving the 

accuracy of NB models by eliminating irrelevant or noisy features. By reducing the number of features 

through feature selection, the computation required to build and run a NB model becomes more efficient, 

both in terms of time and resources. Another novelty of this research compared to other research is that the 

NB method is relatively simple and fast to implement, and does not require a lot of parameter tuning [25]. 

Although more complex, many libraries and tools support the implementation of genetic algorithms,  

which makes their integration into the feature selection process easier. This research also has better 

generalization capabilities because this combination helps in reducing overfitting by eliminating  

irrelevant features, which can increase the model’s ability to generalize to data that has never been  

seen before. 

 

 

2. METHOD 

Data mining is a form of implementation that is applied to search for a model and pattern that can 

make predictions on data based on previous data in a certain period [26]. The NB classifier algorithm is one 

of the algorithms found in classification techniques [27]. NB is a classification using probability and 

statistical methods discovered by British scientist Thomas Bayes, namely predicting future opportunities 

based on experience, so it is known as Bayes’ theorem [28]. The NB method is a data classification technique 

for predicting the probability that data falls into a certain class [29]. NB uses Bayes’ theorem, which is a 

formula for calculating conditional probability which allows calculating the probability of event B occurring 

if event A has already occurred [30]. In classification problems, event A represents a certain class and event 

B represents a feature or characteristic of certain data [31]. In the NB method, the existence of one feature 

does not affect the existence of other features because of the class label [32]. 

The research was carried out by conducting experiments using a decision support system to predict 

patients with ENT disease, using data mining methods, namely the NB algorithm with the genetic algorithm 
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selection feature. The data used to conduct research is primary data and secondary data. To measure the level 

of accuracy of predictions using the Rapid Miner tool 5. Feature selection using a genetic algorithm in the 

application of data mining for identifying ENT diseases using the NB method reduces the number of features 

that need to be processed, which can increase computational efficiency and reduce model complexity. 

Feature selection using genetic algorithms also selects the most relevant features, genetic algorithms can help 

increase the accuracy of predictive models and also reduce overfitting by eliminating irrelevant or redundant 

features. Genetic algorithms can find complex and non-linear combinations of features that may not be found 

with traditional feature selection methods and can be adapted to various types of problems and data, both 

linear and non-linear. This method is more robust to highly correlated features or noise in the data, due to the 

population-based selection process and iterative evaluation. Overall, the use of a combination of genetic 

algorithms for feature selection and NB for classification can provide a more optimal, efficient, and accurate 

solution in identifying ENT diseases in data mining applications. 

Knowledge discovery in database (KDD) is a process of determining information that can be useful 

and producing patterns contained in the data [33]. The information contained in the database is large so that it 

cannot previously be known and is potentially useful. Data mining is a method or stages of a set of KDD 

iterative processes [34]: The KDD method process has five stages. The first is data selection or data selection 

by collecting data using secondary techniques obtained from an agreement between both parties between the 

communities that have been carried out. The dataset used is ENT patient data identified based on the 

symptoms experienced by the patient. Second, preprocessing or cleansing is the removal of duplicate data. 

Third, transformation or data selection with parameters 0.9 for training data and 0.1 for testing data. Fourth, 

data mining or building models using the NB algorithm [35]. Lastly is evaluating the model and looking for 

accuracy, precision, and recall values. 

Stages of the NB method classification process, namely [36]: 

a) Collect the dataset 

Collect the dataset that will be used for training and testing the model. The dataset should include features 

(independent variables) and labels (dependent or target variables). 

b) Data pre-processing 

Eliminate missing data or outliers. Divide the dataset into training data and testing data. If there are 

categorical features, convert them to numeric because NB works better with numeric data. 

c) Calculate the probability of each class 

For each data involved, the probability for each class is calculated. NB implementation to combine a 

priori class probabilities with the probability of feature values from a given class [23]. 

d) Calculating posterior probabilities 

Bayes’ theorem is used to combine the prior probability of each class with the probability calculated from 

the previous step and to calculate the posterior probability, namely the probability that new data falls into 

a certain class based on its features. 

NB method formula [37]: 

 

𝑃(ℎ|𝐷) =
𝑃(𝐷|ℎ)∗𝑃(ℎ)

𝑃(𝐷)
 (1) 

 

Information: 

h: data hypothesis with a certain class 

D: data that does not yet have a class 

P(h): hypothesis probability (prior probability) 

P(D): probability of D 

P(D|h): probability h based on condition D (posterior probability) 

P(h|D): probability D based on the conditions in hypothesis h 

e) Predict the most likely class 

The performance of classification methods using NB methods is usually evaluated using metrics such as 

accuracy, precision, and recall, which measure how well the classifier correctly assigns data points to 

their original classes. The class with the highest probability generated becomes the prediction class for the 

new data[38]. 

f) Model evaluation 

Test the model on test data to evaluate its performance using metrics such as accuracy, precision, recall, 

and F1-score [39]. 

g) Model refinement 

Make improvements to the model by tuning parameters, or by improving data pre-processing. 
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For more details regarding the calculation of determining prior probability, likelihood calculation 

and posterior probability calculation, it is explained in Figure 1. 

 

 

 
 

Figure 1. Stages of NB method 

 

 

3. RESULTS AND DISCUSSION 

The data used is primary data and secondary data where data is obtained directly from relevant 

sources related to the research carried out. By taking data from a reliable source, the data is ensured with 

reliable reality and validity. The dataset used is 208 medical data from patients who have symptoms leading 

to ENT during 2023. The method used is the NB algorithm to obtain accuracy, recall, and precision results 

[34]. The research process uses the Rapid Miner tool to process data. The following are the stages in using 

the rapid miner. Testing is carried out using the NB method with the genetic algorithm selection feature 

shown in Figure 2. This test allows the model to select the best features that are most relevant in predicting 

classes or categories, which are then used for classification [40]. 

 

 

 
 

Figure 2. Data connection with optimaze selection 

 

 

The ENT disease diagnosis database is connected to replace missing values to correct incomplete 

data, then connected to the set role attribute to make one of the attributes in the ENT disease diagnosis data 

into the ID or label of all the attributes in the dataset, which is used as a label for the dataset ENT disease 

diagnosis is a class attribute, then the set role is connected to an operator (evolutionary) to optimize the 

selection of attributes that are relevant to the process of predicting ENT disease diagnosis results [22].  

In optimizing selection (evaluation) there is a cross-validation process as seen in Figure 3. 
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Figure 3. Cross operator validation for optimaze selection 

 

 

Cross-validation used in this research is 10-fold validation. The dataset totaling 208 data with 20 

attributes will be divided into 10 parts. Where each part will be formed randomly. The principle of  

10-fold validation is 1:9, where 1 part becomes testing data and 9 parts become training data so that these  

10 parts have the opportunity to become testing data [41]. After training and testing, the level of accuracy  

can be measured [39]. In cross-validation, there is a process of applying the NB algorithm as shown in  

Figure 4. 

 

 

 
 

Figure 4. Use of the NB model 

 

 

Testing the accuracy of this expert system uses the confusion matrix method [36]. Confusion matrix 

is a table that states the classification of the number of correct test data and the number of incorrect test data [42]. 

System accuracy calculations are carried out based on simulation data from experts [43]. The simulation data 

was compared with the results of the NB calculation method. This accuracy test was carried out with two 

scenarios. The first scenario is that the system displays only one disease with the highest total probability. 

Although the symptoms included can result in more than one disease. The results of the first scenario can be 

seen in Figure 4. The second scenario is that the system displays all diseases that can occur based on the 

symptoms entered. Through the second scenario which is implemented on 208 data, the data obtained from 

the confusion matrix results can determine the probability or opportunity using the NB Theorem as follows: 

the TP value is 181, the FP value is 18, the TN value is 42 and the FN value is 27. The calculation of values 

accuracy, which includes accuracy, precision, and recall values, is as follows: 
 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
 (2) 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
121+18

121+18+42+27
=

199

208
= 0,9567  

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝑇𝑁
 (3) 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
181

181+18
=

181

191
= 0,9476  

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
 (4) 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
181

181+27
=

181

208
= 0,8702  
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The results of the Bayes theorem calculation show an accuracy value of 0.9567%, the precision 

value which is a metric that shows the proportion of positive predictions that are positive is 0.9476%, and the 

recall value which is the proportion of actual positive data that is predicted positively by the model is  

0.8702%. From these results, it can be concluded that the NB algorithm can be used to diagnose ENT 

diseases because the accuracy value is quite high, namely 95.67%. 

 

 

4. CONCLUSION 

Based on the results of data mining research for diagnosing ENT diseases using the NB algorithm on 

patient medical record datasets with experts being ENT specialist doctors with KDD, the accuracy was tested 

using 208 data. From the tests that have been carried out, the NB algorithm can be used to diagnose ENT 

diseases. The test results obtained an accuracy of 95.67%, a precision of 94.76%, and a recall of 87.02%. 

From these results, it can be concluded that the NB algorithm can be used to diagnose ENT diseases because 

the accuracy value is quite high. Using NB with feature selection using a genetic algorithm can provide better 

accuracy results compared to using NB without feature selection. This is due to the genetic algorithm’s 

ability to find the most relevant and significant feature combinations, thereby improving the performance  

of the classification model. This proves that the NB method can be used to build an ENT  

diagnosis classification model and the model performance is evaluated using accuracy, precision, and recall 

metrics. 
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